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Résumeé

Le but de cette étude est de calculer le couvetadmnopée et le diameéetre moyen de la
couronne des arbres d’'une forét de coniféeres ess8upour participer a I'élaboration de la
gualité de la protection qu’elle fournit contre kEsques naturels. La méthodologie consistait
a classifier une image haute résolution ROSIS, il&art cette classification pour démixer
spatialement 'image CHRIS nadir et calculer legcies élementaires. Ces derniers ont
permis de démixer spectralement les 5 images CHRISe produire les images de la
proportion de sous-étage ensoleillé nécessair@svarsion du modéle géométrique, optique
et ombrage mutuel de Li et Strahler. Les imagegetézence pour le couvert de la canopée et
le diametre de la couronne ont été crées a partiothnées issues d'analyses LIDAR.

Les images de la direction « avant » n’ont pasrfode résultats réalistes. Les analyses ont
montré que le couvert de la canopée et le diantetsecouronnes avaient été sous-estimés
pour le nadir et sous-estimés pour la directiomriei@ ». Les corrélations entre les résultats et
les données de référence étaient faibles. Lestaésudtaient meilleurs pour le couvert de la
canopée (R-carrés entre 0.01 et 0.13) que pouaneatre des couronnes (R-carrés entre 0.01
et 0.05). Les résultats sont insuffisants pourusrala qualité de la protection fournie par la
forét. La médiocre qualité des résultats est priebadnt due a 'hypothése que les conditions
d’illumination et de prise de vue des images RO&IEHRIS nadir étaient similaires et a
I'hypothése de comportement Lambertien de la camppéir le démixage spectral.

Abstract

The aim of this study is to retrieve pixel-basecha@ay cover and crown diameter for a
coniferous forest located in Switzerland to helpleating the quality of its protection against
natural hazards. The methodology involved the @laaton of a high resolution ROSIS

image, the spatial unmixing of the nadir CHRIS imaging this classification to retrieve the
endmembers signature and the spectral unmixingeobtCHRIS angular acquisitions using
the latter signatures were, providing 5 images log proportion of sunlit background
necessary to invert the Geometric-Optical Mutuabd&iwing (GOMS) model of Li and

Strahler. The canopy cover and crown diameter eafs¥ images were computed from
LiDAR-derived tree data.

The forward CHRIS viewing angles did not providalisic results. The analysis showed that
both the canopy cover and the crown diameter weeeestimated for the nadir viewing angle
and underestimated for the backward scatter vievaingles. The correlation between the
model inversion output and the reference data weng weak. The results were better for the
canopy cover (R-squares between 0.01 and 0.13) fbrathe crown diameter (R-squares
between 0.01 and 0.05). These results are notmuifito draw any conclusion regarding to
the quality of the protection provided by the faréshe poor quality of the results might be
due to the assumption that the relative illuminaténd viewing geometry of the ROSIS and
CHRIS nadir images were identical and to the assiommpf Lambertian behaviour of the

canopy endmember for the spectral unmixing.
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Notations

Area of an ellipsoid of radius r projected ahith angleu and azimuth angle
onto the background

Average of Ag,f,r)

Half height of the crown

Spectral signature of sunlit canopy

Column vector containing the error

Spectral signature of sunlit background

Height of the crown base

Low resolution image band number

Matrix containing the proportions of each endrbem

Proportion of the pixel area covered by sunlit ganeiewed by the sensor
Proportion of the pixel area covered by sunlit lggiokind viewed by the sensor
Proportion of the pixel area covered by shadowewop viewed by the sensor

Proportion of the pixel area covered by shadolazkground viewed by the
sensor

Size of the square neighbourhood
Treeness parameter

Average of the treeness parameter
Number of bands

Number of endmembers

Overlap function between illumination and viegiishadows of an ellipsoid of
radius r projected onto the background =;®(uy.fy,r)

Average of the overlap function = @fi,uy.f.)
Spectral signature of the pixel

Reflectance of the pixel in band i

Crown horizontal radius

Average crown horizontal radius for the stand
Matrix of the endmembers signatures
Spectral signature of shadowed canopy
Variance of the treeness parameter

Spectral signature of shadowed background

Density of the trees

Average number of trees in a pixel

Solar zenith angle

Solar zenith angle adjusted for the sphere-shapauh

Solar zenith angle adjusted for the sphere-shapmth in the slope coordinate
system

Slope angle
Slope angle in the slope coordinate system (=0)
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Viewing zenith angle adjusted for the sphere-sdagrown

Viewing zenith angle adjusted for the sphere-shapedn in the slope
coordinate system

Solar azimuth angle

Solar azimuth angle adjusted for the sphere-shefmad in the slope
coordinate system

Slope aspect
Slope aspect in the slope coordinate system (=0)
Viewing azimuth angle

Viewing azimuth angle adjusted for the sphere-stiapewn in the slope
coordinate system



1 Introduction

1.1 Context and background

Forests are an important component of the eartivsphere; they cover 30 % of the land
surface (FAO, 2006). Besides their wide geograghient, forest ecosystems have a great
importance with regard to human well-being: thegvate us with a wide range of services
such as biodiversity, soil and water protectionppdy of wood and non-timber forest
products, carbon sequestration and socio-cult@alices (MEA, 2005). In addition, forest
ecosystems can protect human habitations and taegiffom natural hazards (Stoffel et al.,
2006). This protection service is especially impottin mountainous areas where not only
floods but also mudslides, avalanches, stonedalisearthquakes can occur (Hewitt, 1992). If
the forest management is adapted to take the rhezatol account, forests can reduce the
frequency and the magnitude of the hazards everdstlais reduce the damages caused to
humans and their activities (Schonenberger e2@05).

First of all, a protection forest has to be denseugh to fix the snow and the ground and to
block the falling rocks effectively. Secondly, tesist to storms and to offer a long term
protection, the forest has to be stable (Motta ldaddemand, 2000). In practice, this means
that the tree density shouldn’t exceed a certamestiold. Therefore, tree density is an
important forest parameter to ensure a good ptotedeével. When considering the flood
hazard, it is necessary to take also the greenogpdite trees into consideration. Indeed, the
leaves physically intercept the rain and they etr@pspirate water absorbed from the ground,
increasing the recharge of the groundwater aquiferthe next rain event (Xiao et al., 1998).
Therefore, for monitoring purposes, information@anopy Cover (CC) and Leaf Area Index
(LAI) is required. Finally, four parameters arepairticular interest when assessing the hazard
protection level provided by a forest, namely tdemsity, standing timber volume, canopy
cover and LA

Remote sensing techniques are able to retrievestftas parameters over large forest areas.
Indeed, canopy cover and LAl were among the fistameters estimated using satellite
images, and later, retrieval of stand density vedseaed through the inversion of geometric-
optical radiative transfer models of the forestay@n and the standing timber volume can be
estimated from LIDAR data. Remote sensing techrsquwan therefore improve the
monitoring of mountainous forests with respectieirt protective role, especially in areas that
are difficult to access.

New developments in this field involve the use afltmangular data and canopy radiative
transfer models. The combined use of both sourtesfarmation is capable of retrieving
forest stand parameters. The multi-angular datatla@dhversion process are described in the
next two paragraphs.

1.1.1 Information content of multi-angular data

Multi-angular data represent a set of mono-angd&a of the same target acquired from
different viewing angles. At the beginning, mulhgular data were obtained by gathering
mono-angular data acquired by the sensor over aof@kpasses of the target. Many weeks
were usually necessary to acquire a sufficient nemdf images with different viewing

geometries. Due to the changes of vegetation, semgtry and atmospheric conditions, it
was very complex to use multi-angular data (Dirtealg 1999). In the 90s, special platforms
with a high hinging capacity were built to acquilee multi-angular data. They enable the
sensor to take several images from different pafthe trajectory during the overpass. The
images from the different angles are then acquimed few minutes, which minimizes the

13



changes of vegetation, sun geometry and atmospharacteristics. Examples of such remote
sensing instruments are: the Multi-angle ImagingecdmRadiometer (MISR), the
POLarization and Directionality of the Earth’s Reflances (POLDER) and the Compact
High Resolution Imaging Spectrometer - Project@orBoard Autonomy (CHRIS/PROBA).

Since these data contain directional information aiddition to the standard spectral
information of remote sensing acquisitions, muhigalar sensors open a wider range of
scientific applications in cloud, aerosols, cryomghand vegetation studies (Diner et al.,
1999). It was shown that multi-angular data enalalesetter discrimination of canopy
structural details (Diner et al., 2005) such amf@ clumping index that cannot be calculated
using mono-angular data (Chen et al., 2003). Initiati¢l Weiss et al. (2000) showed that
using multi-angular data instead of mono-angulatimdata improves the accuracy of the
estimates of LAI, the Fraction of Absorbed Photakgtically Active Radiation (fAPAR), the
leaf chlorophyll content and the canopy cover.

1.1.2 The inversion of canopy radiative transfer models

A method to retrieve these forest parameters isvert a canopy radiative transfer model. A
canopy radiative model uses a range of inputsniulsie the spectral signature of a canopy.
Model inversion can produce estimates only foritipaits of the model. Before realising the
inversion itself, the model has to be calibratettsiit uses the measured spectral signatures
and the calibrated parameters to calculate theerth@arameter. One can divide canopy
radiative transfer models into two categories: Y@uobid medium models and 3-dimensional
or geometric optical models. The 3D models perfbetter than the 1D models: Le Roux et
al. (1997) found that the simulations of the 3D Rtdn Interception in Row Intercropping
(RIRI) model (Sinoquet and Bonhomme, 1992) matcthedfield measurements better than
the simulations of the turbid Scattering by Arhbitsa Inclined Leaves (SAIL) model
(Verhoef, 1984). In addition Asrar et al.(1992) quared Shultis’ 1D model (1988) to
Myneni’'s 3D model (1990) and concluded that thdeothnce and the fAPAR of a
heterogeneous canopy could only be correctly etithly using the 3D radiative model. The
3D canopy models are able to simulate the Bidioeecti Reflectance Factor (BRF) of a scene.
They can be inverted over multi-angular data. Faaingple, Lacaze and Roujean (2001)
successfully inverted the G-function and HOt Sp&HQST) model over muli-angular
POLDER data to retrieve the vegetation clumpingind

1.2 Problem definition

Mountain forests are of particular importance fog protection of human lives and activities.
The study area was therefore chosen in a mountia@a, namely, in the Eastern Ofenpass
valley, located in the East of Switzerland. It ws®d as a test site to investigate if protection-
related forest parameters could be retrieved bgrtmg a canopy radiative transfer model
over multi-angular remote sensing data.

The Li-Strahler Geometric-Optical Mutual Shadow{@OMS) BRF model (1985; 1992) has

been chosen for the study. It was inverted oventblti angular CHRIS data available for the
study area. Both the model and the data are fudisrribed in section 2.

As aforementioned, the canopy cover is an imporpamameter to take into account when
evaluating the hazard protection level providedabyorest. The code used for the model
inversion enabled the retrieval of both canopy cased crown diameter. Therefore, this
study solely focussed on the estimates of canopgrand crown diameter.
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1.3 Research objectives and research questions

The objective of this study was to evaluate thealéhzrotection level provided by the

mountainous boreal forest of the study area by sassg the canopy cover and crown
diameter. The performance of the Li-Strahler madeérsion to estimate those parameters
was evaluated, as well as the added value of ta@usulti-angular CHRIS data to produce
the estimates. The research questions associatieds® goals are:

(A) What is the quality of the protection against nalinazards provided by the
mountainous boreal forest of the study area?

(B) How accurately can structural parameters be estuinaver a mountainous
forest using multi-angular CHRIS data and the kaBler model?

This study used the version of the Li-Strahler m@del 992 which accounts for the mutual
shadowing effects. The methodology described bya&icht al. (1994) was used to deal with
the slope of the study area.

1.4 Report outline

Chapter 2 presents the materials used in the sthdystudy area, the remote sensing images
and the field and elevation data. The Li-Strahlexdel which was inverted to retrieve the
forest structural parameters is extensively desdrilchapter 3 describes the methods used to
retrieve the results. An important place is givertite methods used to obtain the inputs for
the model inversion. Chapter 4 presents the fingérsion outputs and the intermediary
results of the different steps of the methodolo@hapter 5 discusses the results and the
methodology. The conclusions and recommendationduither research are presented in
Chapter 6.
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2 Materials

2.1 Study area

The study area is located in the Eastern Ofenpaltsyywhich is part of the Swiss National
Park (SNP) (Figure 1). It has been used for a nurabenvironmental studies (Koetz et al.,
2004; Morsdorf et al., 2004; Koetz et al., 2005) a described by Koetz et al. (2004). The
Ofenpass represents an inner-alpine valley at arage altitude of about 1900 m above sea
level, with an annual precipitation of 900-1100 mm.
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Figure 1: Location of the Swiss National Park.

The study area is located on a rather flat areantidithe valley, on the South facing
mountainside. Its extent is approximately 1600 B9 meters. The location and the extent of
the study area were chosen in such a way to awomduzh as possible the topographic effects
on the results. The study area was selected basettiteria of spatial homogeneity for
topographic and illumination conditions. A sendivanalysis showed that the mean and the
standard deviation of the CHRIS reflectances vavey little while raising the slope from 0
to 10.5% and decreasing the illumination from 10086%. A slope of 10.5% and an
illumination of 85% were thus chosen as boundandg¢mns.

Figure 2 shows a situation map of the study ardh thie plots used during the field work.
The data was georeferenced in the Swiss coordsystem whose parameters are given in
Appendix 8.1. The study area contains 4 core et Ffom the SNP2002 field data campaign
(Koetz, 2003): the sites STA 1 and 2 are located d@ense forest area and the sites LWF 1
and 2 are located in a low density area. A plothef Long-term Forest Ecosystem Research
(LWF) is also present in the study area. It is mglderm plot used by the Swiss Federal
Institute for Forest, Snow and Landscape ReseaMBLf in the frame of the Long-term
Forest Ecosystem Research program.
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Figure 2: Map of the situation of the study area and of the measurement sites.

The forest of the study area is largely dominatgdntountain pine Finus montana ssp.
arborea) and contains some stone pifRenus cembra L.). The understory is characterized by
low and dense vegetation composed mainly of varfisusaceae andSesleria species.

The forest of the study area is old. The LWF ptahd has regenerated after a period of clear
cutting in the 18 and 19 centuries and has been without any managemeneé e
foundation of the Swiss National Park in 1914. Bge of the trees ranges from 90 to 200
years, the average being 150 years. More than 20%eostand is constituted by upright
standing dead trees.

2.2 Multi-angular CHRIS data

The CHRIS/PROBA instrument and its capacities ateresively described by Barnsley et al.
(2004). CHRIS measures the reflectance of the srettee spectral wavelength range from
400 to 1050 nm with 18, 37 or 62 spectral bands, gatial resolution of either 17 or 34 m.
The user can choose between full swath (13 km) laalfl swath recording. CHRIS is
programmed to offer 5 operational modes. Theseeseribed in Table 1.

Table 1: Characteristics of the 5 operational modes of CHRIS
(Source: Barnsley et al., 2004).

Swath Spatial Number of Intended use

width | resolution spectral bands
Mode 1 Full 34m 62
Mode 2 Full 17m 18 studies of water bodies
Mode 3 Full 17 m 18 studies of land _surface

and atmospheric aerosols

Mode 4 Full 17 m 18 studies of chlorophyll
Mode 5 Half 17m 37
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Thanks to the hinging capacity of the PROBA platfpCHRIS can acquire up to 5 images
from 5 different viewing zenith angles between -@@d +60° from zenith (in theory: +55°,
+36° and 0°) in a few minutes when passing ovestiane.

The 5 images of the study area were recorded om 2#h2004, in the operational mode 3 of
CHRIS, under partly cloudy conditions (f/8loud cover). The viewing geometry of the 5
images is shown in Table 2. The position of the sunthe recording moment was
characterized by a zenith angle of -24.3° and anwih angle of 161.0°. A polar view of the
situation is represented in Figure 3. It shows that AC, AA and A9 images are in the
forward scatter direction and the AB and AD imamethe backscatter direction.

Table 2: Acquisition geometry of the five CHRIS images as of June 27, 2004.

Theoretical Effectve Viewin
CHRIS | Chronological : Viewing >Wing
) Zenith . Azimuth
image order Angle (%) Zenith Angle (%)
9 Angle (°) 9
AC 1 +55 +51.1 357.0
AA 2 +36 +33.3 341.2
A9 3 0 +21.2 315.2
AB 4 -36 -37.8 216.0
AD 5 -55 -54.6 208.9
0
330 Ac [] 30
300 X AA 60
A9 O
60
40
20
270 90
ﬁ"
240 /\AB Sun 120
4 AD
210 150

180

Figure 3: Polar plot of the acquisition geometry of the CHRIS images and
of the illumination geometry as of June 27, 2004.

The 5 images have been geometrically and radiocaditricorrected by Kneubuhler et al.
(2005). The result of the preprocessing of the CHRé&ta is geo-corrected Hemispherical-
Directional Reflectance Factor (HDRF) data, follogithe reflectance terminology of
Schaepman-Strub et al. (2006), with a spatial véeol of 18 meters. The CHRIS images are
shown in Figure 4. The AC image presents a bigd&hanich was masked for the results
analyses.
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Figure 4: CHRIS and ROSIS images as used in the study.
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2.3 High resolution ROSIS data

The Reflective Optics Imaging Spectrometer (RO$S) pushbroom imaging spectrometer.
It records the spectral signal with a 2-dimensio@BID array in 115 spectral bands in the
spectral range 430 - 850 nm, with a sampling irstko¥ 4 nm (Schulz and Piepen, 1998).

The ROSIS image of the study area is presentedgimd=4. It was acquired on August™4
2002. As described by Schaepman et al. (2004),RBSIS spectrometer was operated
onboard of the DLR (German Aerospace Centre) DorDi®-228 aircraft. The local
illumination and observation conditions were a sakenith angle of 45.3 °, a solar azimuth
angle of 122.9 ° and the flight heading of 293feré was no cloud coverage at the overflight
time. The flight line was oriented close to thenpipal plane of the sun to minimize the
directional effects. The image was geo-atmosph8riczorrected to obtain geocoded,
topographically and atmospherically corrected sgrfieeflectances (Koetz, 2003). The spatial
resolution of the ROSIS data is 1m.

2.4 LiDAR data

The Light Detection and Ranging (LIDAR) data of thteidy area was acquired in October
2002. The helicopter flight covered a total arealdut 14 ki The LIDAR system used was
the Falcon Il Sensor developed and maintained lbyGkerman company TopoSys. It is a
pushbroom laser altimeter recording both first & reflection from the laser signal on the
ground (first/last pulse). The flight was conducteth a nominal height over ground of 850
m, leading to an average point density of more th@rpoints per square meter (BJmA
smaller subset of the area (0.6 rwas overflown with a height of 500 m above ground
resulting in a point density of more than 20 fi/thus, combining the two datasets yields to a
point density of more than 30 pfnfor both first and last pulse. The LIDAR data aitsl
qguality are further described by Morsdorf et aD32). In their study, they used the LIDAR
data to derivate the geographic location and geameharacteristics of the trees. They
validated the results with field data.

In this study, the LIDAR data itself was not uskdt the outputs from Morsdorf et al. (2004).
Processed altimetric data was provided about mome L8000 trees in the study area. It
contained: x and y coordinates, height, crown diamerown volume, crown area and height
of the base of the crown. This data was used twlzdé they parameter (see Table 3) and to
compute the reference images of canopy cover anncdiameter to check the results of the
study.

2.5 Digital elevation model

The terrain topography is described by a Digitadviation Model (DEM) with a spatial
resolution of 18 meters. The DEM was used to cogeometrically both the CHRIS images
and the ROSIS data. However, the DEM pixels werecoeregistered to the CHRIS data:
there was a shift of 9 meters in the x axis an8 ofeters in the y axis. To obtain a DEM co-
registered to the CHRIS data, the elevation datsa mwaampled to 1 meter, then cut to the
extent of the CHRIS images and aggregated agdiB toeters.

In this study, slope, illumination and aspect datxe derived from the DEM, using the
topographic modelling possibilities of ENVI. Theogé and illumination data were used to
define the study area (see paragraph 2.1). Thecadpta was used together with the slope
data as an input for the inversion of the Li-Stealthodel. The slope and aspect images are
shown in Appendix 8.2.
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2.6 Stand and tree data

Most of the forest stand and tree data was cotlectethe LWF plot monitored by the Swiss
Federal Institute for Forest, Snow and Landscape&eh (WSL) in the frame of the Long-
term Forest Ecosystem Research program (see thennkagure 2). The LWF plot contains
2456 trees with a diameter at brEast height latiggn 0.12 m over an area of 2 ha. The tree
density is 1228 trees/ha. The height of the treesthe crown radius (r) were measured and
enabled the retrieval of the mean tree height fground to mid-crown (h) and the mean
crown radius (R). The height of the crown base wisisally estimated on the 4 core test sites
during the field campaign of August 7-15, 2002. dibgr with the height of the trees, it
enabled the retrieval of the mean half height & thown (b). The stand and tree data is
summarized in Table 3. More details about the cbile of this data can be found in
(Schaepman et al., 2004).

Table 3: Recapitulative table of the stand and tree characteristics
(Source: Schaepman et al., 2004).

Parameter Notation Unit Value

Tree density I ha™ 1228

Mean half height of the crown b m 2.5

Mean horizontal crown radius R m 0.882

Coefficient o =_M€a 2 v m2 1.235
variancer?

Mean tree height from ground to mid-crown h m 9.5

2.7 GOMS model
2.7.1 Origin and evolution of the model

The Li-Strahler model (1985) is one of the first 3anopy reflectance models. It was
designed to model the nadir or near-nadir Bidicewl Reflectance Factor (BRF) of a conifer
forest on a flat terrain. It uses parallel ray getmnto describe the illumination and viewing
and it models the conifer trees as solid Lambertianes casting shadows on a contrasting
Lambertian background. The cones are randomlyilnised and overlap freely. Geometric
calculations are used to calculate the proportidh@following 4 components: sunlit canopy,
shadowed canopy, sunlit background and shadowekgtmmd in the pixel. Knowing the
signature of those four components and the illutionaangle, the model calculates the nadir
BRF of the pixel.

Li and Strahler (1986) showed that their model dalso be used to simulate BRF patterns if
extended from nadir viewing to arbitrary illumirregi and viewing directions. They did the
necessary modifications and they also correctedeakmess of the model of 1985: the
assimilation of the trees to opaque cones. Withgopacones, the shadowed areas are black
and do not emit any radiation which does not cpwas to reality and causes errors when the
shadowed areas are viewed by the sensor. Theréfioamd Strahler modified the model to
make the canopy translucent.

In 1992, Li and Strahler (1992) included the mutstahdowing effects in their model, thus
obtaining a GOMS model. This enables to better Eiteuhe high brightness of a forested
scene when the illumination or/and the viewing cligns have large zenith angles. This time,
the model was developed with an ellipsoid as thechaown shape to make the model more
generally applicable than the cone shape useiprivious versions.

22



In 1994, Schaaf and Strahler (1994) extended thatehrad 1992 to compute the BRF and the
Directional Hemispherical Reflectance (DHR) of viagien on non flat terrain.

The advantages of the Li-Strahler model are thas iinvertible, it accounts for mutual
shadowing effects at high Solar Zenith Angles (SZAJl it has been proven that the ellipsoid
model of 1992 performs better than the cone anidast models for North American boreal
coniferous forests (Peddle et al., 1999). It haxassfully been used in different studies for
example to calculate the tree size and densitgmiarid woodlands in West Africa (Franklin
and Strahler, 1988), to simulate the canopy shadbwemiarid woodlands in California
(Franklin et al., 1991), to estimate the tree siza Californian forest (Woodcock et al., 1994;
Woodcock et al., 1997) and to retrieve the crovasute and the crown diameter of the Three
Gorges forest in China (Zeng et al., 2007).

2.7.2 The geometric basis of the model

This section describes the model version of 1994sasl in this study. The subscripts i, v and
s refer respectively to the illumination, the viegriand the slope angles.

2.7.2.1 The geometric model of the forested scene

Strahler and Jupp (1990) explained that the fasestodelled as a collection trees that are
randomly distributed over the scene, following Basson law. The trees are represented by
an ellipsoid on a stick. Since the trunks are a&én into account in the model, the stick is
just a term to represent the height of the ellgsabove the background; it has a null
thickness and does not cast a shadow. The ellipsare assumed to be translucent
Lambertian surfaces. They cast their shadows obdhkkground, also assumed Lambertian.

Four parameters are necessary to describe thet:fbresdensity of the trees, r = crown
horizontal radius, b = half height of the crown dndg height of the crown base (Figure 5).
Lognormal distributions for the parameters h andre very typical in forestry and are
therefore used in the model.

Figure 5: Tree geometry parameters.

2.7.2.2 The four model components

Based on the above description of the forest geymitte scene can be decomposed into 4

components: sunlit canopy (C), sunlit backgrouny] @@adowed canopy (T) and shadowed
background (2) as depicted in Figure 6.
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The scene consists of the four components onlghasn in equation (1). Then, for a given
viewing direction, the spectral signature of a piseghe area-weighted sum of the signatures
of the 4 components. This is transposed mathenflgtinaequation (2).

Ke+Kg+K+K, =1 1)

P=K.C+KyG+K,T+K,Z @)

Where K¢, Kq, K; and K, are the proportions of the pixel area covered by sunlit canopy, sunlit
background, shadowed canopy and shadowed background viewed by the sensor, P is the
spectral signature of the pixel, C, G, T, and Z are the spectral signatures of sunlit canopy,
sunlit background, shadowed canopy and shadowed background (Source: Li and Strahler,
1986).
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Figure 6: The four components of the Li-Strahler model
(Source: Franklin and Strahler, 1988).

Based on geometrics, the proportion of each ofdlne components can be calculated using
forest and tree structural parameters. To investrttodel, the proportion of viewed sunlit
background (k) is of particular interest. It is calculated aating to an overlap function, as
described in the next paragraph.

2.7.2.3 The proportion of viewed sunlit background anddkierlap
function

The viewed proportion of each of the four composetgpends on the size and shape of the
tree crowns, on the illumination and viewing angt&s the slope and aspect of the scene and
on the degree of overlap of the crowns and compsnevhich is a function of the tree
density. Strahler and Jupp (1990) proved that tassible to estimate the proportion of each
component using geometric optics and Boolean maddist terrain conditions. Here is an
overview of the calculation of the viewed sunlickground proportion K

Since the tree distribution is random, the Booleauels can be applied. They show that the

gap probability between objects within a IayeeT%ﬁ(e’w) wherel is the density of the object
centres on the plane at the base of the lay#re zenith angld,the azimuth angle anél(@,(p)
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is the average of the functi@de,qo,r) representing the area of a sphere of radius epteg at
anglesu and f onto the base of the layer. So the proportion iefved background is
e_m(eV"”’)and the proportion of sunlit backgroundeT%m\(ei"”). Kg is the proportion of
background that is both viewed and sunlit. It igegi by the joint probability of the two events
“the point of background is sunlit” and “the poiot background is viewed”. If those two
variables were independent the joint probability wido be:

e A0,.4) 5 B0.R) _ g A0 aIAG.)] However, the variables are not independent
since when illumination and viewing positions acéncident, each sunlit background point is
visible and each shadowed background point is isible. This is what creates the hotspot
effect.

The proportion of viewed sunlit background has bgeven to be:
Kg= e_)‘[ba‘(ei A1A0,.2)-00;.9.6,.) 3)

Where é(ei,gq,ev,m,)is the mean of the overlap function 0(9i ,w,ev,%,r)between illumination and

viewing shadows of the crowns projected onto the background (Source: Strahler and Jupp,
1990).

This expression can be simplified by introduaprgg — @, and the angley andd;, defined

by the functioriand’ :Eﬂtarﬁ. Thed' angles are the zenith angles of the normals to the
r

tangents of the ellipsoid surface at the pointraérsection of a ray at anglethat passes
through the ellipsoid centre. This replagely the anglé;that would generate the same

shadow area if the crown shape was a sphere. 8imlais replaced by the andléthat
would hide the same area from view if the crownpghaas a sphere. For the nadir view,
A(0,0) _ n¥?

cod®’ cod’
the area of the projection of the ellipsoid is geme whatever the azimuth angleThus,

A(O,{p) =[R2 Bed and eqguation (3) can be re-written as follows ¢id &trahler, 1992):

A(0,0)=xn %, and for the off-nadir viewA(p, @) = =1 3e®', because

Kg — e—kEc[RZE[EetB} +se®’, —O(6] ,6'\,,¢))] 4)

Li and Strahler (1992) proved that the exact sotutfor the overlap function on the principal
plane is:
ol ,9’\,,¢):£(t—sintcost)(sec9} +sed), ) (5)
T
Where tis given by:
h[tand; - tan®’, cosy
b(se®; +sed!,)

cost =

(6)

Kc, Kt and Kz are calculated in the same way as Eguation (2) can then be used to
calculate the spectral signature of the pixel fiflecent illumination and viewing geometry,
thus yielding BRF patterns. However, these equatm not take the mutual shadowing of
the crowns into account and are then only valicsfarll solar and viewing angles.
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2.7.2.4 The mutual shadowing

The mutual shadowing effect happens when the itkation and/or the viewing point are
closed to the horizon: at such large zenith andles, top of the trees are more likely
illuminated and visible than the lower portionstloé crown. Thus, the scene appears brighter
than a model only based on random shadowing wotddigt. This effect is particularly
important in the dense forests where the treeslase to one another. Li and Strahler (1992)
developed a methodology to solve this problem. Thm&tual shadowing equations are
important for the retrieval of the BRF at large itermngles using the forward model, but they
are not needed for the model inversion. The catlicula are too complex to be presented here.
One should retain that the mutual shadowing probtems solved by calculating the true
proportion of sunlit canopy viewed by the sensog)(End replacing it in the model
calculations. Equation (4) is thus still valid. Hewer, it can only be used for flat forested
scenes, which is not the case of the Ofenpass sitely. The model has to be adjusted to
account for slope and aspect. This is done follgwire methodology described by Schaaf et
al. (1994), as explained in the next section.

2.7.2.5 The slope and aspect

As shown in Figure 7, the slope of the terrainuiefices the shadowing within the forest: both
the shadow of the crown on the background (Figararvd b) and the shadowed area within
the crown (Figure 7c and d) are bigger on a slap®§ away from sun than on a slope facing
toward sun. It is then necessary to use the aspeetermine whether the slope faces away or
toward the sun.

i LOPES, EAr 0 TOW A kD 1

Y 4
~000 OO

Figure 7: Effect of the slope on the shadowing within a forest stand
(Source: Gemmell, 1998).

In the calculations, slope and aspect are accodatday means of several coordinate system
transformations (Schaaf et al., 1994). This progedsscribed here.
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Figure 8a shows the starting situation where tloenggry is characterised by a slope afigle
slope aspeat, solar zenith angle, solar azimuth anglg, viewing zenith anglé, and
viewing azimuth angle, .

The first transformation changes the crown ellidgsanto spheres (see section 2.7.2.3): the
angled); and, are replaced by the anglEsndd, which would generate the same shadow
area with a spherical crown shape. The situatiaescted in Figure 8b.

Once the crowns are represented by spheres artduttis ignored, a second transformation
converting the entire scene to the slope coordisgstem can be performed. The y-axis
remains the same and the scene is rotated abditeitslope normal becomes the z'-axis and
the x’-axis runs along the slope surface, as drafigure 8c. The slope angl, and the

slope aspedf are set to zero. The solar and viewing zenith aim@h angles are redefined
against the z’ and x’-axis 69,0}, , ¢f andy .

Figure 8: The coordinate transformations required to accommodate a sloping terrain
in the Li-Strahler model (Source: Schaaf et al., 1994).

Once the illumination and viewing angles are transkd in the slope coordinate system, the
scene with the crown spheres (Figure 8c) can lag¢enleas a flat surface. Equation (4) is then
written as:

AR ([sed] +sed, ~0(07,0% )] 7)

Kyg=e

The reflectance of each pixel for each couple eiing zenith6;, and viewing azimuthy

angle are then calculated using equation (7) aedstmilar equations for Kc, Kt and Kz.
These reflectance values are then associated balk toordinates and viewing angles in the
true space (Figure 8b) and finally, to a combimataf true view zenith,and true view

azimuthg, angles (situation in Figure 8a) by transforming #trewn spheres back into
ellipsoids and by adding the slope asgect

2.7.3 The model inversion
2.7.3.1 The “treeness” parameter

The model inversion is realized by introducing aynariable called “treeness” parameter that
enables the retrieval of two forest parameterscdropy cover and the crown diameter. The
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treeness parameter, noted m, is defined by Wood(894) as :m=A[r?, wherelL is the
number of trees in the pixel. The quantityprthen represents the area of the pixel that would
be covered by the tree crowns if they did not @gerim is like a crown area index. It is an
important parameter in the interface between thmote sensing signal and the forest

parameters. The mean of m for a pixel is giverMbyA[Rz, where R is the average crown
radius for the trees in the pixel. M can be usecktarite equation (7) as follows:

—1Mfsed; +sed, ~0(0:,07, 0] ®)

Ky=e

Therefore, using equations (5), (6) and (8), Mlsannferred as:

_ -In(K,)
~ (se®,; +sed, ){r —t +costsint)

)

The variance of m, used later in the computatiothefforest parameters (see next paragraph)
is calculated over the whole image because itsevisltioo close to zero for single pixels. It is
noted V(m).

2.7.3.2 Calculation of canopy cover and crown diameter

Using the treeness parameter, the canopy cover 48€}he mean crown diameter (CD) can
be calculated for each pixel in the image, as shioveguations (10) to (12).

CC=1-¢™ (10)

R2:\/(1+03)2[M2+4B/(m)®3—(1+m)EM (11)
2[w

cp=20/R? (12)

2.7.3.3 Inputs for model inversion

In this study, the Li-Strahler model was invertesing the code in Interactive Data Language
(IDL) of Zeng et al. (2007). It retrieves the piXxesed variables forest canopy cover (CC)
and crown diameter (CD). Those two parameters earettieved using only one component:
the sunlit background. In addition, Peddle et 4099) found that three components are
sufficient to calculate the proportion of sunlitckground: sunlit background, sunlit canopy
and shadow. The inputs required to invert the madellisted in Table 4. Since the forest of
the study area consists of a unique type of foresly one set of tree characteristics is
necessary. The proportion of sunlit backgroundesimput that influences the results most.
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Table 4: Input parameters to invert the Li-Strahler model.

Input parameter Notation Unit

Sun geometry Solar zenith angle 0; Degree

Solar azimuth angle a Degree
Viewing geometry Viewing zenith angle 0, Degree

Viewing azimuth angle @, Degree
Stand characteristics Tree density [ m2

Proportion of sunlit background Kg Unitless
Tree characteristics Mean half height of the crown b m

Mean crown radius R m

2
Coefficient g =M€ v m2
variancer?

Mean height of the crown base h m
Terrain characteristics Slope es Degree

Aspect (/N Degree

The data for this study include multi-angular CHRI&a, a high resolution ROSIS image,
forest and tree data from both a field campaign @amdDAR study and a DEM. These data
were processed to produce the inputs to invert lth8trahler model, following the
methodology described in the next section.
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3 Methods

Most of the methodology was dedicated to the neditief the images of the sunlit background
proportion (kg required to invert the model. This is not a gfifiorward process. Section 3.2
briefly describes the first failed attempt to rewe the K images before presenting
extensively the successful methodology. Sectionex@lains how the inversion of the Li-
Strahler model was conducted. Section 3.4 desctihegpreparation of the reference data.
Finally, section 3.5 presents the methodology usednalyse the different results obtained
during the study. However, the first methodologistdp focussed on creating a mask of the
forest in the study area.

3.1 Study area forest mask

As seen in section 2.1, the study area was seléeteeld on two criteria: slope less than 10%
and illumination more than 85%. A mask fitting tkeasvo conditions was built in ENVI and
then imported in ArcMap. The scan of the topographap was imported in ArcMap and
georeferenced using 5 ground control points. It wsed to avoid the riverbed and the road
while drawing the study area polygon. The polygaswhen converted to a raster having the
same extent (121 x 67 pixels) and the same cell(di8 meters) as the CHRIS subsets using
the “To Raster” conversion tool of the Arc toolbokie raster was exported to the TIFF
format so it could be used in ENVI. This TIFF fethe study area mask.

In parallel, Regions Of Interest (ROI) of foresteadow and riverbed were drawn on the
CHRIS A9 subset. They were used to classify CHR&IMo 3 classes using the maximum
likelihood method. The classified image was usegpktioer with the TIFF study area mask to
build the study area forest mask in ENVI. The fltwat of these actions is shown in Figure 9.

3.2 The images of the sunlit background proportion
3.2.1 Overview of the two tested methodologies

This section gives a global overview of the twoteédsmethodologies. The general idea of
both the first attempt and the final methodologypiesented, notably in the form of

flowcharts. The steps of the final methodology exéensively described in the following of

section 3.2.

3.2.1.1 First methodology

Since the 1 meter resolution of the ROSIS imagdlesao find pure pixels of sunlit canopy,

sunlit background and shadow, it was resamplechéoGHRIS spectral bands and used to
collect the signatures of those 3 endmembers. Henvélie magnitudes of the ROSIS and
CHRIS reflectance values are different. Followinglltét al. (1991), the signatures of a forest
ROI in both ROSIS and CHRIS A9 image were usedaloudate a scaling factor for each

band. The endmembers signatures obtained from @®IR image were then multiplied by

the scaling factors to scale them to the CHRIS made. The CHRIS A9 image was then

spectrally unmixed using the scaled endmembersatiges, thus yielding the image of the
sunlit background proportion. A flowchart of thiethod is shown in Appendix 8.3.

Unfortunately, the unmixing results were not susb@ds The proportion images of the
endmembers presented in Appendix 8.4 (left colustmw that the spatial patterns of sunlit
canopy and sunlit background are “complementary’isknull where K is non null and the

other way around. This indicates that the signatwfesunlit canopy and sunlit background

31



are too close and cannot be unmixed. The analysikeosignatures of each point ROI of
sunlit background revealed 2 groups of ROIs. Tloeigwith the lower reflectance values and
thus closer to the signature of the sunlit cano@g wxcluded from the sunlit background
ROI, raising its signature. The second unmixing mid provide better results (see Appendix
8.4, right column). Therefore, another methodologgs implemented to obtain thegK

images.
Slope [llumination Topographic CHRIS A9 subset
image image map (scan) 121 x 67
Build mask
(ENWVI)

Mask slope <=0.1 C') Import in ArcMap
illumination >= 0.85 and georeference
é} Import in ArcMap
y
Mask slope <= 0.1 Topographic
illumination >= 0.85 map (scan) ' Maximum likelihood

() classification based

| | on forest, meadow

l Visual over|ay to and riverbed ROls
avoid roads and riverbed
Draw the polygon

Study area
polygon

Convert to raster
‘ (cell size = 18m, extent = 121 x 67)
and export to tiff

|

Study area
mask
Build mask (ENVI)

' . Study area mask = 1
D ENVIimage Class = forest

I:I ArcMap dataset Study area
] forest mask
O  Action

Figure 9: Flowchart of the preparation of the study area forest mask.
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3.2.1.2 Final methodology

This method encompassed classifying the high réeallROSIS image to spatially unmix the
CHRIS image and thus yield the endmembers sigmatiirectly from the CHRIS A9 image.

After removing the noisy bands and resampling tlSFS data to the CHRIS spectral bands,
the ROSIS image was classified in 5 generic classkeadow, sunlit background, sunlit
canopy, riverbed and road. Then, to perform theigpanmixing, the classification and the
CHRIS A9 image were resized to exactly the samgggahic extent. The CHRIS signatures
of the sunlit canopy, sunlit background and shadadmembers could then be retrieved. The
5 CHRIS images were resized to the study area eatehto 12 bands before being spectrally
unmixed, thus yielding the images of the proportioh the sunlit background. This
methodology is extensively described in the follegviand its flowchart is shown in Figure
10.

3.2.2 Retrieval of the CHRIS endmembers signatures: spail unmixing
3.2.2.1 ROSIS data preparation

A visual examination of the individual bands of tR®SIS image revealed the presence of
some noisy bands, especially in the short wavetendfoetz (2003) used three methods to
identify them. His results are shown in Table 5e Thsual analysis considers the first 15

bands as noisy. The correlation matrix shows lovwretation between the first 15 bands,

revealing that they are affected with high noiske Bignal to noise ratio calculated for the

homogeneous Stabelchod meadow was less than 1Befdirst 32 bands. In this study, the

ROSIS data is used to obtain a classification at fesolution. For this purpose, it was

preferred not to use any noisy band in order tarawe the classification result. In the end, the
first 32 bands were removed.

Table 5: Noisy band list of the ROSIS image (Source: Koetz, 2003).

Deficiency Noisy bands
Visual striping 1to 15
Correlation matrix 1to 15
Signal to noise ratio <10 1to 32

In addition, the analysis of a number of spectigriatures revealed the presence of a narrow
pit about 0.760nm. It does not correspond to a water absorptiotufeaand its origin is
unknown. So the bands involved in this pit, ban2i$0836, were discarded. The first 15 bands
were already not present in the ROSIS data fileides for this study: there were 100 bands
instead of 115. So the only the first 17 bandslzartts 82 to 86 were removed.

For the sake of consistency, it was decided toedse the number of ROSIS bands by
resampling the ROSIS data to the CHRIS bands. pketsal range of the ROSIS data was
smaller than the one of CHRIS, especially afteraeng the noise. The resampled ROSIS
data had only 12 bands which correspond to band43 of the CHRIS data.

3.2.2.2 Classification of the ROSIS image

Peddle et al. (1999) and Schaaf et al. (1994) stdhat one endmember for both shadowed
canopy and shadowed background is sufficient taewet the sunlit background proportion.
Therefore, the ROSIS image was classified intoassds: sunlit canopy, sunlit background,
shadow, riverbed and road, using the maximum hiceld classifier.
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Figure 10: Flowchart of the methodology to obtain the images of the
proportion of sunlit background.
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The endmembers were collected from ROIs. The pdiata the shadow ROI were collected
in the dark areas. The sunlit canopy points werkeaed among the bright tree pixels,
preferentially located in the South Eastern patheftree, since the sun was in the South East
of the study area at the recording time. The RQ@Ithe sunlit background included both
pixels from the meadows and from the bright WestEpaths” in the forest. The classes
riverbed and road were solely used to locate the-focest pixels which are also of
importance for the spatial unmixing (see paragi&gi.3). Figure 11 shows the endmembers
signatures.

0.35 1
0.3 1

S 0.25
g8 — Sunlit background
@ 024 e Sunlit canopy
© - ——- Shadow
»n 0.151 ~-—-- Riverbed
%)
0O | — -~ Road
r 01
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3 4 5 6 7 8 9 10 11 12 13 14
CHRIS band number

Figure 11: Signatures of the five endmembers used to classify the ROSIS image.

3.2.2.3 Retrieval of the endmembers signatures: lineanapatmixing

Let ‘ne’ represent the number of endmembers. Assgntihat the scene is composed of
exactly ‘ne’ endmembers and that each endmembeérilzotes linearly to the pixel signature,
the general equation of spectral mixing can betewias:

ne ne
P=>K¢B where » Kg=1 (13)
e=1 e=1

where P is the pixel signature, ne the number of endmembers, K. the proportion of the e
endmember in the pixels and Se the spectral signature of the e endmember.

The linear spatial unmixing of the CHRIS A9 image aetrieve the endmembers signatures
if the endmembers proportions are known. Those gutigms can be derived thanks to the
classified ROSIS image. Indeed, one CHRIS pixellmamatched with 324 (=18*18) ROSIS
pixels. Thus, the proportion of a given endmembéehe number of pixels classified as this
endmember in a CHRIS pixel divided by 324. It ierdfore crucial that the ROSIS and
CHRIS data are properly coregistered. In additionperform the spatial unmixing, it was
necessary to assume that the viewing and illunanatonditions of the CHRIS A9 image and
ROSIS acquisitions were similar. This is why the RIB near-nadir A9 image was chosen
among the 5 CHRIS scenes: its viewing conditionsewdosest to the ones of the ROSIS
image.
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The linear spatial unmixing was run according ®ithage fusion approach of Zurita-Milla et
al. (2006). The fusion process consists of thréerdnt phases:

a) Computation of the proportions of each endmembeeach pixel of the low
resolution image using the high resolution clasation image,

b) Computation of the endmembers signatures ubmdptv resolution image and

c) Composition of the fused image with the spatsiolution of the high resolution
image and the spectral resolution of the low ragmiumage.

The spatial unmixing problem was solved band padb#or a given neighbourhood size of
the low resolution image, as shows equation (14).
12 _ 12 12
P =K' ™8]} +E;j (14)

where | is the low resolution image band number (jD[3;14]), | the size of the square

neighbourhood, ne the number of endmembers, P is a > column vector containin% the
reflectance values in band j for each low resolution pixel in the neighbourhood, K is a (I°xne)
matrix containing the proportions of each endmember in each low resolution pixels in the
neighbourhood, S is the unknown ne-column vector of the endmembers reflectances in band |
and E is the I column vector of the residual error of the pixels in the neighbourhood.

For a given band j, if no neighbourhood is takeo sccount (I=1), then there are n unknowns
(the n reflectance values of the n endmembersnil pafor one equation, and (14) cannot be
solved. The use of the neighbourhood of | by | |sixg to provide more equations in order to
be able to solve (14). In the image fusion cass,iitteresting to keep | as small as possible to
preserve as much as possible the spectral infavmafithe low resolution image in the fused
output image. However, in the context of this stuitiy goal of the spatial unmixing was to
retrieve endmembers signatures that are valid ler eéntire study area. Therefore, the
neighbourhood was chosen as large as possiblel émgube entire CHRIS subset. This
approach consisting in using the entire image vsxssed by Strahler and Jupp (1990).

The images for the spatial unmixing cannot contmy pixel that is not a number (NaN).
Given the oblique shape of the ROSIS scene, thgebtgsubset that could be used had an
extent of 540 by 432 meters (see Appendix 8.5Herdoordinates of the subset). In the end,
the steps a) and b) were performed using the ssuiisebmpute the signatures sunlit canopy,
sunlit background and shadow using the entire dudssthe neighbourhood.

3.2.3 Retrieval of the sunlit background proportion images: linear spectral
unmixing

Like the spatial unmixing, the spectral unmixingsweased on equation (13). However, here
the goal was to retrieve the endmembers proportiQris each pixel. To reach this goal, it
was necessary to know the endmembers spectratsigaa

The linear spectral unmixing was realized accordimgZurita-Milla et al. (2007). Thus,
Equation (13) had to be rewritten in matrix notat@s shown in equation (15).

Pnb :Snb,ne K ne , Enb (15)

where nb is the number of bands, ne is the number of endmembers, P™ is the nb-column
vector containing the reflectance values of the pixel in the nb bands, S s the (nbxne)
matrix containing the ne endmembers signatures reflectance values in the nb bands, K" is the
unknown ne-column vector containing the proportions of the ne endmembers and E™ is the
nb-column vector containing the spectral error for the nb bands.
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The fully constrained option was chosen to perfdinen linear spectral unmixing because it

restricts the solutions for the endmembers propastin the plausible physical domain: the

proportions have to be positive, smaller than arethey have to sum up to one, as described
mathematically in equations (16) and (17). The tmireed approach was also chosen by
Strahler and Jupp (1990).

0<K,<1 whereed[1;nd (16)
ne
> Ke=1 (17)
e=1

where ne is the number of endmembers and K, is the proportion of the endmember e.

Because of the set of inequalities in (17), thedinspectral unmixing was done by solving a
constrained |IEast squares problem. The solutionth®mproportions vector K has to yield the

smallest possible residual error. The proportioreath endmember and the spectral Root
Mean Square Error (RMSE) were calculated for eaxblpThe RMSE represents the mean

reflectance error by band, as shows equation @8)vever, this measure is not handy to

compare the RMSE between pixels. Therefore, a peage RMSE was calculated using

equation (19).

nb

Z Enb(i) (18)

RMSE=11
nb

RMSE % = RMSE
4 nb Pnb () (19)
np &=t

Prior to performing the spectral unmixing, the f@eIRIS scenes were resized to fit the study
area extent. The subsets used have an extent a¢lah2iles by 67 lines, being 2178 by 1206
meters. The map coordinates used to delineatauthsets are given in Table 6.

Table 6: Map coordinates delineating the study area subsets for the five CHRIS scenes.

Upper left corner Lower right corner
x coordinate (m) 812700 814878
y coordinate (m) 172260 171054

Assuming that the endmembers signatures do nondepre the viewing angle (assumption of
Lambertian behaviour) and that only their propaorsi@re different, the 5 CHRIS subsets were
spectrally unmixed using the endmembers signatfresnlit canopy, sunlit background and

shadows from the spatial unmixing (paragraph 3.5&)ce only three “forest” endmembers

were considered, the non forest pixels yieldedlemant proportions and were therefore

masked.

In addition, only the spectral bands 3 to 14 weseduto perform the fully constrained spectral

unmixing. Bands 1-2 (blue) and bands 15-18 (wabsiogption) were discarded because they
contain less relevant information about vegeta@om possibly bring some noise in the

unmixing. As a result, for the 5 CHRIS images, thean of the percentage RMSE (see next
paragraph for the definition) for the forest in #tedy area decrease from 0.089 to 0.070 of
when using only bands 3 to 14.
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3.3 The inversion of the Li-Strahler model

The model inversion was done according to Zengl.e2807), for each CHRIS viewing
angle. It enabled the retrieval of crown diame@D) and canopy cover (CC) from the input
data, as shown in Figure 12. A recapitulative efitiput data with their values and associated
images is presented in Appendix 8.2.

lllumination and Stand Tree Terrain
viewing geometry characteristics characteristics characteristics
Solar zenith angle Mean tree height
Solar azimuth angle Tree density Mean height of the crown base Slope image
Viewing zenith angle Kg image Mean crown radius Aspect image
Viewing azimuth angle Coefficient w

Inversion of the Li-Strahler model
(Zeng, 2007)

Y v
Crown diameter Crown closure
image image

Figure 12: Flowchart of the model inversion.

Thresholds were used to avoid unrealistic resthts:canopy cover is restricted to the interval
[0;1] and the crown diameter was assumed to vatianinterval [0;14]. If the model outputs

were beyond these ranges, the pixel was set to Na&l pixel value was also NaN when its
Kg is null, because of the logarithm used in thiewation of the mean of the treeness
parameter M (see paragraph 2.7.3.1).

3.4 Preparation of the reference data

Two reference images were created from the trea described in section 2.4: one for the
canopy cover and one for the crown diameter. Tée diata was imported into ArcMap using
the x and y coordinates recorded with the treerpaters. A shapefile with one point per tree
was then created, as well as an attribute tabléagong the tree parameter values. Since the
canopy cover has a surface dimension whereas thenaliameter data is linked to the point
location of the tree, two distinct methodologies ha be implemented to obtain the canopy
cover and crown diameter images.

3.4.1 The canopy cover image

To obtain the canopy cover image from the derivHaAR data, it was necessary to compute
the area covered by tree crowns in each pixelt,Farbuffer was created around each point
using the crown radius from the attribute table.riby the processing, the discs were
dissolved to remove any overlap between the crowresgting a unique multipart polygon
which represents the canopy.

In order to overlay this polygon with the pixelsusges, a shapefile containing squares
polygons corresponding to the pixels had to betedeaThe shapefile was obtained by
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converting a raster with 121*67 different value®(h 1 in the upper left corner to 8107 in the
lower right corner) to polygon features.

The multipart canopy polygon was then intersectéd the pixels squares polygons, yielding
a shapefile containing one multipart canopy polygon each pixel. The area of those
polygons was calculated and then divided by 324chvis the area of the 18 by 18 meters
pixels. Those two parameters were stored in neldsfien the attribute table. Finally, the
shapefile was exported to a TIFF file, using thaogy cover field to fill in the image. A
flowchart describing the different steps is preedrih Figure 13.
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x and y coordinates | -] Tree points ASCI file
crown radius shapefile

Other tree parameters

Build raster
from ASCII

B_uffer with 121 x 67 raster
distance = . .
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| |
(l) Intersect
v
D buffer Intersected
ID_square - -4 multipart canopy
square_value polygon shapefile
Add and compute
area and canopy_cover
fields to the attribute table
Legend:
g :g—b“ffer Intersected
Image _square - - - Itipart
D square_value muiltipart canopy
ArcMap area polygon shapefile
I:I dataset canopy_cover
Attribute table Convert polygons to raster
EI with fields list using the canopy_cover field
<:> Other format
data Canopy cover
TIFF image
O Action g

Figure 13: Flowchart of the preparation of the canopy cover reference image.
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3.4.2 The crown diameter image

The crown diameter image represents the mean cobameter of the trees located in the
pixel. It was created thanks to a custom tool usivige the “Point Density” function from the
Spatial Analyst Toolbox. This function calculatée tdensity of point features around each
output raster cell. The input parameters includpapulation field” whose value determines
the weight the point, the output cell size, theghbourhood shape and the neighbourhood
size. The neighbourhood shape was set to “rectaiagld the neighbourhood height and
neighbourhood width were set to 1 cell in ordeconint only the points that are inside the
pixel. Setting the other parameters to the valndgated in Figure 14, the “Point Density”
function was used to compute a raster of the tegsity (“number of trees per square meter”)
and a raster of the crown diameter containing thme ef the diameter of the trees in the pixel
per square meter (“sum diameter per square metarially, the “sum diameter per square
meter” was divided by the “number of trees per sguaeter’ to provide the mean crown
diameter in the pixel.

In addition, the “sum diameter per square metesterawas transformed into a raster of the
number of trees per pixel to give a better ide#ghefdensity of the stand and to support the
analysis of the results. It is presented in Appe@db.

Finally, the rasters were transformed to an ENVifat and the no data pixels were set to
“NaN". The script used to perform this step is erged in Appendix 8.7.1.

Divide sum of diameter
by number of trees

Tree points
shapefile

Customtool _____ oo R TP PR P PEERES
| Point density Point density :
1 . . . . . 1
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| cell size =18 m cell size = 18 m, !
ineighbourhood shape = rectangle neighbourhood shape = rectangle,:
i neighbourhood height = 1, neighbourhood height= 1, !
| neighbourhood width = 1) neighbourhood width = 1) !
1

1 1
! Number of trees Sum of diameter :
! per square meter per square meter :
i i
1 1
i i
1 1
1 1
1 1

Mean diameter

raster Legend:
D ENVI image
Export to tiff
P I:I ArcMap dataset
Mean diameter <:> Other format data
tiff file
O Action

Figure 14: Flowchart of the preparation of the crown diameter reference image.
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3.5 Methods for the analysis of the results

3.5.1 Confusion matrix and accuracy of the classificatiorof the ROSIS
image

The confusion matrix of the classification was aldted using the so-called “ground truth
ROIs”. The ground truth ROIs were visually seleabedthe ROSIS image. For each class, the
number of points in the ROI was proportional to thenber of pixels in this class on the
classified image.

Based on the confusion matrix, the overall accur#foy producer's and user's accuracy and
the omission and commission errors were calculeedyell as the Kappa coefficient. The

latter indicates the percentage of errors avoidethk classification, compared to a random
classification.

3.5.2 Validation samples for the analysis of the results

The validation sample had to cover only pixelsudeld in the forest of the study area and
having values for the output image of each viewangle and for the two reference images.
Those pixels were selected using the script presantAppendix 8.7.2.

Since the pixel size is rather small, an error o tree per pixel can result in non-negligible
differences in the canopy cover and mean crown eiamof the pixel. Therefore, it was
chosen to analyse the results based on squaredesaoip2 by 2 pixels. This approach
aggregating the pixels in a square window to vétidhe results was also used by Zeng et al.
(2007). Because of the irregular shape of the esatda obtained in the previous step, the
outputs were not resampled, but squared ROIs werkerd There were 79 validation samples
ROIs. They are presented in Appendix 8.8. The mdure of either canopy cover or crown
diameter were calculated per validation sample tier model outputs and the reference
images and used to calculate the Pearson R, ResgudrRMSE of the correlation between
the reference data and the model outputs.
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4 Results

4.1 Intermediary results
4.1.1 ROSIS classification

The output of the maximum likelihood classificatioh the ROSIS image is presented in
Figure 15. The classes road and riverbed have Ibeemged to represent a single non-
vegetation class.

Legend: | | Study area [ | Sunlit background N
0 50 100 150 Mefers [ | Road and riverbed  [Jl] Suniit canopy W#E
| . ! | I o data Il shadow :

Figure 15: Classification of the ROSIS image in four classes:
the three components of the Li-Strahler model and the non vegetated areas.

A visual examination of the classification as congglato the RGB ROSIS image revealed a
good overlap of the patterns of the different das§he good quality of the classification was
confirmed by the confusion matrix presented in Apgie 8.9. The overall accuracy of the
classification was 92.6%, meaning that 92.6% of gheund truth pixels were put in the
correct class. The Kappa coefficient was 0.89.dHahe classes, the producer’'s accuracy was
higher than 87% and the user’s accuracy was hitjlaer 75%.
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4.1.2 Endmembers signatures from the spatial unmixing

The spatial unmixing technique enabled the rettiet’ghe endmember signatures in terms of
CHRIS reflectances. The signatures of sunlit bamkgd, sunlit canopy and shadow are
shown in Figure 16.

0.2
0.18
0.16
0.14
0.12

0.1 -
0.08
0.06
0.044 -7
0.02

Sunlit background
....... Sunlit canopy
———-Shadow

Reflectance

3 4 5 6 7 8 9 10 11 12 13 14
CHRIS band number

Figure 16: CHRIS signatures of the 3 endmembers derived from the spatial unmixing.

4.1.3 Spectral unmixing results and sunlit background prgortion images

The output of the spectral unmixing were the imagfethe proportions of sunlit background,
sunlit canopy and shadow and the image of the RMSpressed as a percentage of the total
reflectance of the pixel for the five CHRIS viewiaggles.

4.1.3.1 Spectral unmixing results for the A9 viewing angle

Figure 17 presents the results for the A9 viewimgle A visual examination of the
proportion images shows that the results are cohevéh reality: the proportion of sunlit
background is high in the meadow while the proportf sunlit canopy is high in the forest.
Shadow is present in all the forest, but its praporis higher in the dense stand than in the
stands that have a lower density, which also makese. One can refer to the map of the
stand density in Appendix 8.5.

Since no field data is available to validate thepamrtion images, the RMSE is the only
guality indicator of the spectral unmixing. One a@® on Figure 17 that the patterns of high
RMSE percentage correspond to the meadow, theaoadhe riverbed, which were not taken
into account in the analysis of the model inversaurtputs. The RMSE percentage of the
study area forest was below 10%. The Western Baxt (0%) had a higher RMSE than the
Eastern part (0 to 5%).
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Figure 17: Output of the spectral unmixing for the A9 CHRIS image:
the three proportions images and the image of the root mean square error.

4.1.3.2 Sunlit background proportion and RMSE images ferdther
viewing angles

Figure 18 presents the sunlit background proportioages for the AC, AA, AB and AD

viewing angles, since the model inversion requioedy those. For each angle, the
corresponding RMSE image is also shown to give dwa iof the quality of the spectral
unmixing.

AC spectral unmixing results

The high proportion of sunlit background in the \fées part of the AC image is caused by
cloud contamination. The sunlit background proportdf the non cloudy part of the forest is

null. The analysis of the unmixing results showat tihe entire reflectance is attributed to the
shadow endmember. This is due to the large zenglean the forward scattering direction of

the CHRIS AC image: the sensor then mainly seedosired canopy.

In addition to the null i, the RMSE is large: 5 to 30% of the pixel reflede. It was
therefore decided to discard the AC angle in thieviong of the study.
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AA spectral unmixing results

The AA image of K contains many null pixels, especially in the Easfeart of the study area
forest. The pixels with a non nullgi€an be found in the Western part of the study, avbare
the forest is less dense. The high number of pixéls a null Ky can be explaine@s for the
AC image, by the forward direction of the AA viewinThe RMSE of most pixels was lower
than 10%. The exceptions are the meadow and treedérest stand.

AB spectral unmixing results

The proportions of sunlit background in the AB irmagere well related to the forest density:
low Kg in dense stands and highey iK less dense stands. The RMSE for the AB image wa
lower than 10% for all the pixels in the study afe@est. However, the higher values of the
RMSE are located in the Western part of the imagehe Eastern part of the forest, the
RMSE was lower than 5%.

AD spectral unmixing results

One will first notice the oblique line of pixels\¥iag a null Ky and a high RMSE. This is
probably due to sensor malfunctioning. It was nsible in the CHRIS AD image itself but
appeared during the image processing. Since tteaat was not present in the forest of the
study area it had no consequence on the resultsifozone.

The AD image of K showed the same pattern as the AB one: IguwnKdense stands and
higher Ky in less dense stands. However, theikusually lower than in the AB image. This
can be explained by the higher zenith angle of Ai@:sensor records more canopy and less
background. The RMSE in the forested part of thdystarea is lower than 10%. It seems that
the unmixing performed better in the Eastern pdmene some pixels had a RMSE lower than
5%.

Summary of the spectral unmixing results

The spectral unmixing yielded the best resultstierA9, AB and AD viewing angles (lowest
RMSE). The patterns of the sunlit background proporfollow the density of the forest in
the real world. In addition, the results are befiberthe Eastern part of the forest of the study
area.

The AC viewing angle was discarded for the follogvof the study.
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Figure 18: Images of the proportion of the sunlit background and the image of the root mean square
error for the AC, AA, AB and AD viewing angles.
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4.2 The reference images of canopy cover and crown diameter

As shown in Figure 19, the reference data covelg thve Eastern part of the forest of the
study area. Therefore, only this part was used latefor the analysis of the results. The
canopy cover varied between 0 and 63%, the highleles corresponding to the dense stands.
The crown diameter varied between 1.6 and 6.2 mekowever, most pixels had a mean
crown diameter comprised between 2 and 4 meters.

Image of the canopy cover Image of the crown diameter

0 250 500 Meters Legend: Canopy cover .
Crown diameter (m

. 0.1-0.2
The white contour represents -
the study area N gi ' gi W+E

- o - S

The black pixels represent 04-05
the no data values 0.5-0.63 [_]5-82

Figure 19: Reference images of canopy cover and crown diameter.

4.3 Final results

4.3.1 Number of usable pixels depending on the number afewing angles
considered

When examining the five output images of the mawhadrsion, it appeared that many pixels
did not retrieve valid results for all angles. Idddion, the pixels which did not have a
reference values and those located outside thg sied were also discarded. Thus, a number
of pixels could not be used for the analysis of thsults. The number of usable pixels
depended on the number of viewing angles considaseshown in Table 7.

Table 7: Number of usable pixels depending on the number of viewing angles considered.

Number of usable pixels
Viewing angles used |Canopy cover Crown diameter
AC AA A9 AB AD 40 49
AA A9 AB AD 154 160
A9 AB AD 425 430

The spreading of the 160 usable pixels when tattwegAA viewing angle into account did
not enable the drawing of a sufficient number didkdion samples. The AA viewing angle
was thus discarded. So finally, only the A9, AB ahid viewing angles were used for the
analysis of the results.

Figure 20 shows the images of the usable pixelsnwigng the A9, AB and AD viewing
angles for both canopy cover and crown diametelyaisa The usable pixels were located in
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the Eastern part of the forest of the study aredekhat they are preferentially located in the
low density stands.

Usable pixels for the canopy cover Usable pixels for the crown dia\mete]{I

Legend: | Study area
0 250 500 Meters . W £
[ ] uUsable pixels J\i\>
Il No data pixels S

Figure 20: Images of the usable pixels when using the A9, AB and AD viewing angles
for the analysis of the canopy cover and crown diameter results.

4.3.2 Canopy cover results
4.3.2.1 Using individual viewing angles

The output images of the model inversion for theopgy cover are shown in Figure 21. Due
to the thresholds applied during the inversionttadl pixels resulted in a value between 0 and
1. However, one can notice that the [0,1] inteligatot entirely covered for the AB and AD
viewing angles: the maximum canopy cover decreagbsthe increasing zenith angle (from
A9 to AB to AD).

AB image of the canopy cover

Legend:
N
Study area
Canopy cover W E
oo
Boz-04 S
[ lo4-08
[ ]oe-08
AD image of the canopy cover [ ]o08-1 ¢ el Sk

Figure 21: Output images of the model inversion for the canopy cover
for the A9, AB and AD viewing angles.
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The three graphs in Figure 22 show the estimatedpya cover for the A9, AB and AD
viewing angles against the reference canopy cowduevfor each of the 79 validation
samples. Those graphs confirm the tendency obsemwethe images of the estimate to
decrease with the zenith angle: the maximum cawopgr is about 0.83 for the A9 estimate,
0.55 for the AB estimate and 0.39 for the AD esten&lot only the maximum of the estimate
decreases, but the whole cloud of points lowersrwthe zenith angle increases. The cloud of
points for the A9 angle is above the y = x dotted,land below it for the AB and AD angles.
This means that the canopy cover was overestimaitdthe A9 angle and underestimated
with the AB and AD angles. In addition, the vertisaattering of the points also decreases
with increasing zenith angle.

In the ideal situation where the inputs would befgutly accurate and where the model
inversion would yield perfect results, the estirsater the 3 angles would be equal to the
reference value and the correlation between thmatss for the 3 angles and the reference
data would have an R-square of 1. As shown in Eidi#, this is not the case here. The R-
squares values are low (0.13, 0.08 and 0.01 forAeAB and AD angles respectively)
which indicates weak relationships. These valuesne think that the estimates of the A9
angles are best. This is confirmed by the fact A&taprovides the best estimates for 45 of the
79 validation samples, against 29 and 5 for theakl8 AD angles respectively. All these
indications show that the quality of the estimaézrdases from A9 to AB and to AD, i.e.
when the viewing zenith angle increases.
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Figure 22: Comparison between the model outputs and the reference data for the canopy cover for the
A9 (a), AB (b) and AD (c) viewing angles (79 validation samples).

The rather high R-squares values presented in Talslbow the rather strong correlations
between the estimates for the different anglespnde the good coherence of the outputs of

the model inversion for the three angles.

Table 8: Correlation matrix of the canopy cover estimates

for the A9, AB and AD viewing angles (79 validation samples).

A9 AB AD
A9 1.00 0.61 0.39
AB 0.61 1.00 0.54
AD 0.39 0.54 1.00
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4.3.2.2 Combining the angles

Since both the AB and AD angles underestimatedctreopy cover, the interesting angle
combinations to try were: the mean of the 3 angtesan(A9,AB,AD), the mean of A9 and
AB: mean(A9,AB), the mean of A9 and AD: mean(A9,A&N)d the linear combination of the
3 angles.

The scatter plots of mean(A9,AB,AD), mean(A9,ABjlanean(A9,AD) against the reference
canopy cover are presented in Figure 23, togethtdr e R-square and the RMSE of the
linear regression. In the mean(A9,AB,AD) and med&hi) plots, most of the points are
below the y = x line, showing that those two valesbunderestimated the canopy cover. The
cloud of points in the mean(A9,AB) plot seems mexenly distributed. However, its R-
square is low, like for the other 2 combinationse Tneans of the estimates also have a weak
correlation to the canopy cover reference data.
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Figure 23: Comparison between mean(A9,AB,AD) (a), mean(A9,AB) (b), mean(A9,AD) (c)
and the reference canopy cover (79 validation samples).

The three cases presented above are particulas ohsemultiple linear regression with no
constant and where the regression coefficiente#iner 1 or 0. A multiple linear regression
was then performed to see if other regression icoeits for the A9, AB estimation and AD
estimates and the addition of a constant in theessgpn equation could explain the
dependent variable “reference canopy cover”.

The graph in Figure 24 shows that the canopy cow&s underestimated by the linear
combination. The R-square and adjusted R-squardoarerevealing a weak correlation
between the linear combination estimate and trexeate canopy cover.

The regression coefficients for the A9, AB and Adlimates are close to 0, compared to the
value of the constant, meaning that most of th@mae in the reference data is explained by
the constant. This explains the horizontal shapthefcloud of points. In addition, standard
errors of the A9, AB and AB coefficients are lagganpared to their magnitude (Table 9).

Finally, the linear combination of the A9, AB andA&stimates is not a good predictor for the
canopy cover.
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Figure 24: Comparison between the linear combination estimate
and the reference canopy cover.

Table 9: Coefficients and their standard errors for the multiple linear regression
of the reference canopy cover over the A9, AB and AD estimates.

A9 AB AD Constant
Regression coefficient -0,29 0,12 0,17 0,31
Standard error of the coefficient 0,18 0,15 0,07 0,02

4.3.2.3 Comparison of the estimates

Table 10 recapitulates the R-squares and the RMuB&ined for the tested estimates for the
canopy cover. It is not possible to discriminate dstimates based on their RMSE, since they
all have similar values. The estimates combiningesd viewing angles have (adjusted) R-
squares varying between 0.10 and 0.13. They perfoetter than the AB and AD angles
alone, but worse than the A9 angle, except follittear combination. With R-squares values
of 0.13 and RMSE values of 0.053 — 0.054, the A§leaand the linear combination provide
the best estimates. However, the linear combinaBomore complicated than the simple
mono-angular A9 estimate for an equivalent perforoea And, as seen in the previous
paragraph, the linear combination explains moshefvariance of the reference canopy cover
by a constant, which is not very realistic. Therefahe A9 estimate can be considered as the
best estimate of the canopy cover.

Table 10: Comparative table of the R-squares and RMSE obtained with
the different mono or multi-angular estimates for the canopy cover.

Estimate R-square |[RMSE
A9 estimate 0.13 0.054
AB estimate 0.08 0.055
AD estimate 0.01 0.057
mean(A9,AB,AD) 0.10 0.055
mean(A9,AB) 0.12 0.054
mean(A9,AD) 0.10 0.055
linear combination 0.16 0.053
Adjusted R-square of the

multiple linear combination 0.13
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4.3.3 Crown diameter results
4.3.3.1 Using individual viewing angles

The output images of the crown diameter show thatestimate has a tendency to decrease
when the viewing zenith angle increases (Figure Pole to the applied thresholds, all the
pixels have a value between 0 and 14. Howevertaeimum crown diameter found in the
tree data was 6.80 meters, so one can see thatdha diameter was over estimated for
many pixels. On the other hand, the order of magdeitof the estimates is correct.

AB image of the crown diameter

Legend: N
Study area
Crown diameter (m) W+E
M o-3
B :-6 S
[e-o9
[ ]9-12
AD image of the crown diameter D 12-15 O| S S

Figure 25: Output images of the model inversion for the crown diameter
for the A9, AB and AD viewing angles.

The graphs in Figure 26 confirm the tendency of ésBmate to decrease with the zenith
angle observed on the images: the maximum crowmeter is about 12.2 for the A9
estimate, 7.6 for the AB estimate and 6.1 for tii® éstimate. Not only the maximum of the
estimate decreases, but the whole cloud of paiwters when the zenith angle increases. The
first graph shows that the crown diameter was etienated for the A9 angle, while the
second and third graphs show that the crown diamaete underestimated for the AB and AD
angles. In addition, the vertical scattering of gmnts also decreased when the zenith angle
increases. One can also note that the 3 estimegssrd a higher variability (values between 1
and 13 for the A9 estimate) than the reference dataputed from the LIDAR estimate of
crown diameter (values between 2 and 4). The highability of the CHRIS estimates
corresponds more to the crown diameter variabdlhgerved on the field, which suggest that
the CHRIS estimates are more realistic.

The estimates of the crown diameter present a wealelation with the reference data:
Figure 26 shows R-squares of 0.01, 0.05 and 0.01tfe A9, AB and AD estimates

respectively. The correlations with the referencenmn diameter were very weak. It seems
that the estimates of the AB angle are better. Hewdhey provide the best estimate for the
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crown diameter only 22 times out of the total 78dation samples, against 39 times for the
A9 angle and 18 for the AD angle.
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Figure 26: Comparison between the model outputs and the reference data for the crown diameter for
the A9 (a), AB (b) and AD (c) viewing angles (79 validation samples).

Table 11 presents the R-squares values of thelatiores between the estimates for the
different angles. The rather high R-squares vadiresv the quite strong correlations between
the estimates for the different angles and indieatather good coherence of the outputs of
the model inversion between the three angles.

Table 11: Correlation matrix of the crown diameter estimates
for the A9, AB and AD viewing angles (79 validation samples).

A9 AB AD
A9 1.00 0.49 0.27
AB 0.49 1.00 0.36
AD 0.27 0.36 1.00

4.3.3.2 Combining the angles

Since both the AB and AD angles underestimatedctben diameter, the interesting angle
combinations to try were: the mean of the 3 angtesan(A9,AB,AD), the mean of A9 and
AB: mean(A9,AB), the mean of A9 and AD: mean(A9,A&Nd the linear combination of the
3 angles.

The scatter plots of mean(A9,AB,AD), mean(A9,ABjlanean(A9,AD) against the reference
crown diameter, the R-square and the RMSE of theali regression are presented in Figure
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27. In the three graphs, most of the points arevib¢he y = x line, indicating that the three
variables underestimated the crown diameter. TheetR-square is low, indicating that the
three tested means have a weak correlation withrthen diameter reference data.
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Figure 27: Comparison between mean(A9,AB,AD) (a), mean(A9,AB) (b), mean(A9,AD) (c)
and the reference crown diameter (79 validation samples).

Similar to the canopy cover, a multiple linear esgion was performed to verify if another
combination of the A9, AB and AD estimates coulglein the dependent variable “reference
crown diameter”. The R-square and adjusted R-sqofatbe correlation between the linear
combination estimate and the reference crown cavege low (Figure 28), which indicated a
weak correlation between the linear combinatioimege and the reference canopy cover. In
addition, the graph shows that the points reprasgnhe estimated value against the
reference value are grouped in a cloud. The clasdehhorizontal shape and is centred on the
y = x line. This implies that the low crown diammstavere overestimated and the higher
values were underestimated. The horizontal shapleeotloud of points can be explained by
the high value of the coefficient of constant (EaliR). Moreover, it also has the smaller
standard error, meaning that the constant has tis¢ significant regression coefficient.

Finally, the linear combination of the A9, AB andAestimates was not a good predictor for
the crown diameter.

Table 12: Coefficients and their standard errors for the multiple linear regression
of the reference crown diameter over the A9, AB and AD estimates.

A9 AB AD Constant
Regression coefficient -0,002 0,08 -0,02 2,94
Standard error of the coefficient 0,05 0,05 0,03 0,09
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Figure 28: Comparison between the linear combination estimate
and the reference crown diameter.

4.3.3.3 Comparison of the estimates

Table 13 shows that the RMSE values all have simvddues. It is therefore not possible to
discriminate the estimates based of their RMSE. @$témates combining several viewing
angles have (adjusted) R-squares of 0.01 or 008y Pperform as good as or better than the
A9 and AD estimates, but worse than the AB estimatih an R-square value of 0.05, the
latter seems to be the best estimate. Howevereas sarlier (paragraph 4.3.2.1), it provided
the best estimate for the crown diameter only 2t out of 79, against 39 times for the A9
angle and 18 for the AD angle. It is therefore imgble to designate a best estimate of the
crown diameter.

Table 13: Comparative table of the R-squares and RMSE obtained with
the different mono or multi-angular estimates for the crown diameter.

Estimate R-square |[RMSE
A9 estimate 0.01 0.363
AB estimate 0.05 0.356
AD estimate 0.01 0.362
mean(A9,AB,AD) 0.02 0.360
mean(A9,AB) 0.02 0.360
mean(A9,AD) 0.01 0.362
linear combination 0.06 0.354
Adjusted R-square of the

multiple linear combination 0.02

4.3.4 Qualitative analysis of the final results

Even though the correlation between the obtaingichates and the reference data for both
canopy cover and crown diameter were weak, soreepirgtations can be derived. First of all,
the model outputs fitted the reasonable threshetldios the inversion for an important number
of pixels in the forest of the study area. Themr, tiree mono-angular estimates were rather
highly correlated, showing the good coherence efdutputs. And last, the crown diameter
results were coherent with the canopy cover res8ltece the model sets the tree density for
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each pixel (following the Poisson law), a high gaynaover implies a big crown diameter and
the other way around. The observations of the eséimmshowed that both the crown diameter
and the canopy cover were overestimated for thafle and underestimated for the AB and
AD angles.

4.3.5 Comparison between the quality of the canopy coveand crown
diameter results

To facilitate the comparison between the canopyec@and crown diameter results, the R-
squares values already presented in Table 10 abl® T8 were gathered in Table 14. The
latter shows that, excepting the AD estimate, #tgusted) R-squares vary between 0.08 and
0.13 for the canopy cover and between 0.01 and f@:06he crown diameter. This indicates
that the estimates obtained for the canopy cowebatter than the estimates obtained for the
crown diameter.

Table 14: Comparative table of the R-squares and RMSE obtained with the different mono or multi-
angular estimates for canopy cover and crown diameter.

Estimate Canopy cover (Crown diameter
A9 0.13 0.01
AB 0.08 0.05
AD 0.01 0.01
mean(A9,AB,AD) 0.10 0.02
mean(A9,AB) 0.12 0.02
mean(A9,AD) 0.10 0.01
linear combination 0.16 0.06
Adju.sted.R-square of t'he 0.13 0.02
multiple linear regression

4.4 Implications of the mono-angular canopy cover r esults on the
quality of the sunlit background proportion images

Since the sunlit background proportion is the ocityanging parameter between the model
inversions for the three angles, it can be relatethe mono-angular canopy cover results.
Using equations (9) and (10), the canopy covereaexpressed as:

cc=1-(K, (20)

Where a is given by:
T

a=
(setﬁi + secﬁv) [ﬁn -t+ coSsint) (21)

Equation (20) shows that the canopy cover and tnmditsbackground proportion are
negatively related by a “power” relationship. Tissillustrated for the three angles in the
graphs of Figure 29.
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The continuous lines represent the “power” regression line between the

08" estimated canopy cover and the proportion of sunlit background used as
' input for the A9, AB and AD viewing angles.
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Figure 29: Relationships between the estimation of the canopy cover and the proportions of sunlit
background for the A9 (a), AB (b) and AD (c) viewing angles (79 validation samples).

Since the canopy cover was overestimated with thargle, it can then be inferred that the
sunlit background proportion was underestimated tfeg A9 angle. Similarly, one can
conclude that the sunlit background proportion exrestimated for the AB and AD angles.
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5 Discussion

This section first discusses why the quality of éséimates is so poor (paragraph 5.1). It then
proposes some reasons which could explain why thdit sbackground proportion was
underestimated for the A9 viewing angle (paragraj@h and explores the effects of the zenith
viewing angle on the results (paragraph 5.3). Rapy5.4 gives some clues to explain why
the results are better for the canopy cover thamh® crown diameter. Finally, paragraph 5.5
discusses the results in the framework of the evmln of the quality of the protection
provided by the forest.

5.1 Poor quality of the estimates

There are many available examples of studies whigtcessfully inverted the Li-Strahler
model to estimate a number of parameter. Among tMéoodcock et al. (1997) estimated the
treeness parameter m, achieving good correlatidh thie field measured m: the R-squares
varied between 0.46 and 0.93, depending on thestfdree species. Franklin and Strahler
(1988) and Gemmell (1998) both found high R-squaadses for the correlation between the
model inversion output for the canopy cover anddgioeind measurements: respectively 0.62
to 0.78 and 0.76. Similarly, Zeng et al. (2007) fduR-squares of 0.61 and 0.39 for the
correlation between the estimated and measuregygata@sure and crown diameter.

The inversion of the Li-Strahler model was sucadsisf all the above mentioned case, so
why are the R-squares values obtained for canopgraand crown diameter in this study so
low? Some possible explanations are explored syghragraph.

5.1.1 Lack of ground truth data

Even if the methodology was assumed to be penetit, no assumption, this study would
probably end up with poor results. Since the epmpagates through the methodological
steps, if one of the intermediary results is nauaate, the final results will also be affected
by errors. Because of the lack of ground truth tatzheck the outputs of each step, the errors
are only noticed on the final results. In addititime quality of the reference data used to
analyse the final results is questionable.

5.1.1.1 Bias of the classification of the ROSIS image

The classification of the ROSIS image was validabgdthe confusion matrix presented in
Appendix 8.9. Both the overall accuracy and the péapoefficient were high (92.6% and
0.89), indicating the good quality of the classifion. However, this confusion matrix was
not built using ground truth data, but using ROisually selected on the original ROSIS
image (paragraph 3.5.1). Since it was importaftetgeure of the component in the pixels used
both to obtain the classification and to evalugtthe pixels used for the “ground truth” ROIs
were chosen with the same visual method as totgbleqixels for the training areas. So, in
the end, the same type of pixels, located in tineesareas of the image where it is possible to
distinguish between sunlit canopy and sunlit baskgd were used. It is obvious that the
confusion matrix would show a high overall accuraogl a good Kappa coefficient.

5.1.1.2 Uncertainty of the endmembers signatures

It would also have been interesting to compareetiimembers signatures obtained by linear
spatial unmixing to signatures measured in situwéieer, the field work focussed on sunlit
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endmembers and no field spectrum was availabléhioishadow endmember. Also the field

spectra of the sunlit canopy and the sunlit baakgdodid not take the bark into account.

Since the bark represent a non negligible proporibboth endmembers (Figure 31 page 62
and Figure 32 page 64), it was not appropriatestothe field spectra to check the outputs of
the linear spatial unmixing. In addition, the fieddmpaign did not take place during the

CHRIS overflight (June 272004), but on August 42002, so the phenological state of the
vegetation was different and probably influenceslglynature of the vegetation.

5.1.1.3 Validating the image of the proportion of sunlickground

The quality of the images of the proportion of gumdckground was roughly assessed using
the only available indicator: the RMSE of the spsctunmixing. However, Peddle et al.
(1999) used nadir photographs taken from a helaoftging at a height of 200m over the
forest to validate the endmembers proportions. tdlchgphotographs were available for the
study area.

5.1.1.4 Uncertainty of the LIDAR-derived data

As one can see in Figure 30, the adjusted R-sofattee correlation between the LIDAR-
estimated and the field-measured crown diametatiger low (0.20). In addition, the graph
shows that the majority points are below the y in&, which mean that the LIDAR tends to
overestimate the crown diameter. This is be becthes€iDAR sees clumped tree crowns as
one big crown and cannot measure the individuahdtar of clumped trees. Morsdorf et al.
(2004) thus computed an artificial diameter for ledacee group which seems to have
overestimated the field crown diameter.
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Figure 30: Correlation between the LiDAR-derived and the field-measured crown diameter
(Source: Morsdorf et al., 2004).

First of all, the LIDAR-derived crown diameter dat@s used to calculate tiwecoefficient
(Table 3 page 22), which is one of the model inplitee value used to invert the model is
probably not correct and therefore probably indusedhe errors in the model outputs.

60



However, the model is not very sensitive to vareantthe tree shape and size parameters,
including thev parameter (Franklin and Strahler, 1988).

The LIDAR-derived data was also used to derivertierence images because the field data
available for the LWF1, LWF2, STA1 and STA2 plotautd not be used to validate the data.
The plots measure 20 x 20 meters which is aboupitted size of the results (18 x 18 meters)
and poses the same problem as comparing the résulie reference images on a pixel basis
(see paragraph 3.5.2). In addition, when overlaith the images, the plots partly cover 4
pixels, which makes the comparison to a single l|pm@ossible. However, seeing the graph
in Figure 30 one can doubt the appropriatenesh@fLiDAR-derived reference maps to
validate the final results of the study.

The analysis of the results showed that the A9medé& overestimated the reference crown
diameter. Since the LIDAR tended to overestimagedtown diameter, it can then be inferred
that the A9 estimate overestimated the field-messwrown diameter, and more than the
LIDAR estimate.

In addition, the fact that the LIDAR overestimatb@ crown diameter implies that the mean
crown diameter per pixel calculated from this diatalso overestimated. The mean of the
reference crown diameter is 3.18 m which is mughdi than the 1.76 m field value reported
by Schaepman et al. (2004). However, one would gxpect that the use of the LIDAR data
would yield an overestimated canopy cover, whichas the case. Indeed, the mean of the
reference canopy cover is 31.9% which is undereséichcompared the field values reported
by Schaepman et al. (2004): 55%, 46%, 77% and 7®%he LWF1, LWF2, STA1 and
STAZ2 plots respectively (see Figure 2 page 18Herlbcation of the plots).

5.1.2 Methodology assumptions

In addition to the lack of ground data, many asdiong were made at the different steps of
the methodology. The emphasis here is on the aggumghat possibly lead to some errors.

5.1.2.1 Spectral mixing equation

The spectral mixing equation shown in equation @itdjes that the reflectance of the pixel
can be expressed as a linear combination of thenemdbers signatures. It assumes that the
chosen endmembers cover the scene entirely andhéwptcontribute linearly to the pixel
reflectance. The latter assumption is not compldtele: Borel and Gerstl (1994) showed that
non linear mixing is caused by multiple reflectidmstween endmembers and that it is more
important in the Near Infra Red (NIR) part of thgestrum, where the reflectance of the
vegetation endmember is high. However, the line&ing equation was used consistently
during the study: the endmembers were derived ttmrROSIS image using the linear spatial
unmixing and they were used to spectrally unmixG@HRIS images, also linearly.

5.1.2.2 Assumptions for the linear spatial unmixing

The linear spatial unmixing assumes that the dlaaton of the ROSIS image is accurate
and uses it to derive the endmembers proportiorteenCHRIS A9 pixels to calculate the
endmembers signatures according to the CHRIS taflees.

Beyond the accuracy of the classification, thersafal viewing geometry of the ROSIS and
CHRIS A9 images are also involved. Since the endosesproportions viewed by the sensor
depends of the solar and viewing angles, accortbnthe geometric basis of Li-Strahler
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theory: it had to be assumed that the illuminatowl viewing conditions of the ROSIS and
CHRIS A9 images were similar. However, if the reatzenith angles between the sun and
the CHRIS A9 or ROSIS images are comparable (48aihat 45.3), there is a difference of
more than 30 between the relative azimuth angle between theaswhthe CHRIS A9 or
ROSIS images (154.2 against 122.%0 the assumption of similar illumination andwing
condition is not correct.

5.1.2.3 Assumptions for the linear spectral unmixing

To be able to use the signatures calculated foAthenage to spectrally unmix the other four
CHRIS images which have different viewing condigpthe endmembers were assumed to be
Lambertian. This assumption was also made by Li&tnahler (1986). However, Abdou et al.
(2001) showed that there were important deviatinrtee HDRF pattern of a concrete tarmac
form that of an equivalent Lambertian surface, esplg in the forward scatter direction for
which the best results of this study were obtaihedking at vegetation, Grant (1987) reports
that leaves are not Lambertian reflectors. Sineeetdmembers contain mostly leaves, they
are probably not Lambertian reflectors either.

In addition, the composition of the components theles possibly changes with the zenith
azimuth angle. For example, the needle$iofis Montana are clumped on the shoots and a
large proportion of bark is visible from high viewgi zenith angles, as shown in Figure 31.
But when the viewing zenith angle decreases, thike dfathe trunk and branches is more and
more hidden by the shoots. Using the same sigratiorethe sunlit and shadowed canopy
components to spectrally unmix the 5 CHRIS imageken not accurate.

Figure 31: Picture of two crowns of Pinus Montana (Source: Koetz B.).
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5.1.2.4 Assumptions of the Li-Strahler model

The theory of the Li-Strahler model and its invensrely on a number of assumptions. They
are not all relevant to this study because the iniogtersion was performed directly on the
images of the sunlit background proportion. Thectjpéunmixing step was not part of the
inversion and the related assumption of Lambeii@naviour was discussed in the previous
paragraph. For the purpose of this section, ondy discussable assumptions are presented
here.

The early versions of the model were designed doedts with sparse trees casting their
shadows on a contrasting background. The foreghefstudy area is dense and Li and
Strahler (1986) expected the accuracy of the metmlelecrease with the increasing tree
density, so the quality of the results might be sotgood. In addition, the background
(understory) in the study area consists mainly affous Ericaceae and Sesleria species, but
also contains a non negligible amount of bark andllsPinus Montana trees. So, the needles
and bark elements are not specific to the sunlitopg signature, but participate to the
signature of the background as well.

The model was inverted using an ellipsoid crowrpsh&ut as shown in Figure 31, the top of
the trees which are the most visible part of tiee for the sensor have a shape closer to the
cone than to the ellipsoid. Rautiainen et al. (308idserved considerable differences in the
HDRF of conifer forests simulated by the Kuusk—blilsforest reflectance model (2000)
when using cone, cylinder, ellipsoid, and cone ayéinder as crown shapes. However, the
ellipsoid crown shape was successfully used torirthe model for conifer forests by Peddle
et al. (1999) and Zeng et al. (2007).

The use of the Boolean model (paragraph 2.7.2.@uines assuming that the trees are
randomly distributed. But the forest of the studgaapresents two zones with different
densities, so the trees are preferentially locatde dense zone and their distribution might
not be considered as random.

Finally, an underlying assumption related to theemsion of the Li-Strahler model is that the
BRF and HRDF patterns are similar: the forward nhamdculates BRF values, whereas
HDRF CHRIS data was provided as input for the madedrsion. However, this was also the
case in the above-mentioned studies, which showatl the inversion of the Li-Strahler
model performs well when inputting HDRF insteadB&F data.

5.2 Underestimation of the sunlit background propor tion for the A9
viewing angle

The analysis of the results showed that both canopyer and crown diameter were
overestimated for the A9 viewing angle, implyingthhe sunlit background proportion was
underestimated and that the classification of tR&SRS image was not completely accurate.

An explanation for this might be the regeneratiéthe forest stand present in the understory
of the forest (Figure 32). The spectral signaturehe small trees is very similar to the

signature of the canopy, but they do not belonth¢ocrown layer. So, in case the small trees
were sunlit, they participated to the proportion suinlit canopy when they should have

counted as sunlit background, and it could therpkaghat a ROSIS pixel was classified as
sunlit canopy instead of sunlit background. Sideelinear spatial unmixing was based on the
classification, the errors would have implied tletrieval of incorrect signatures for both

sunlit background and sunlit canopy. As a consecglienf the error transmission, the

proportion of sunlit background would then be unetimated.
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Figure 32: Picture of the understory of the forest of the study area (Source: Koetz B.).

5.3 Influence of the zenith angle

The viewing zenith angle influences more the réflece of vegetation and of conifer forests
in particular than the viewing azimuth angle. Degret al. (1999) who measured approximate
BRF values over boreal conifer forests with the PS®LA instrument found that the
extreme values for the BRF were located in thegpad plane where only the viewing zenith
angle varies. Therefore, the values of the CHRIf®ances and the subsequent model
outputs can be examined according to the zenitkeang

5.3.1 Why AC and AA viewing angles could not be used

The reflectances measured by the CHRIS sensorlaserd-or the sake of interpretability, the
pixel values for all the bands were multiplied l30Q@ during the pre-processing. In addition
to this, the viewing direction influences the magde of the measured reflectance. When the
satellite is in the backward direction, it recotde sunlit parts of the ground objects whereas
when it is situated in the forward direction it migirecords the shadowed side of the objects.
This effect is accentuated by the viewing zenitglanwhen it increases, the scene becomes
brighter (in the backward direction, until the hmis is reached) or darker (in the forward
direction).

As shown in

Figure 3 (page 19), the AC and AA viewing angles @arthe forward scatter direction, AC
having the highest zenith angle. Therefore, in ¢htwg directions, the proportion of shadows
is high and the proportion of sunlit backgroundikely to be low or even null, yielding no
data pixels after the model inversion, especiatlythe AC direction. In addition, the
reflectances are very low and it is more diffidoltdistinguish the components, which makes
the RMSE of the spectral unmixing higher.
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5.3.2 Decrease of the quality of the canopy cover estinafrom A9 to AB to
AD viewing angle

As explained in the previous paragraph, the imagsociated to the AB and AD viewing

angles which are in the backward direction arehteigand have higher reflectances. The A9
viewing angle is actually situated in the forwaiicection, but it is close to nadir and thus
does not suffer from low reflectance values.

The main difference between the A9, AB and AD viegviangles that could explain the
decreasing quality of the canopy cover estimatbaszenith angle which increases from A9
to AB to AD. This is to be related to the refleatarof the sunlit canopy which depends on the
zenith angle because of the visible proportionarkl§paragraph 5.1.2.3).

However, no trend of decreasing estimate qualitththe increase of the zenith angle was
observed for the crown diameter results. It mightbecause of their very poor quality that
would reflect the reference data too randomly.

5.4 Better results for canopy cover

The canopy cover is directly related to area memsithe area of canopy and the total area
viewed from nadir. Areas are easily measurableenmote sensing images. It can therefore be
better calculated by the inversion of the geometigeiel of Li-Strahler.

The measure of the crown diameter, however, reliethe division of the area covered by the
canopy by the number of trees. The number of tpeegixel is simulated by the Li-Strahler
model following the Poisson law. It is determineased on probabilities and may or may not
correspond to the real number of trees in the pike model outputs for the crown diameter
are therefore less reliable than for the canopgrcov

The better quality of the canopy cover results cara@ to the crown diameter results was
also observed by Zeng et al. (2007).

5.5 Evaluation of the findings in the framework of the evaluation of the
guality of the protection provided by the forest

To evaluate the level of protection provided byee$t against the natural hazards different
types of information are needed. The canopy comdr@own diameter on which this study
focused are two parameters among the required blesia These two parameters are of
interest especially in the framework of the floodiavalanche hazard.

The canopy cover is directly related to the freimfedl proportion (proportion of the rain
which falls straight to the ground without strikitige canopy = 1 — canopy cover) which is an
input of Rutter’s rainfall interception model (197 However, the knowledge of the amount
of intercepted rainfall is not sufficient to evaledhe quality of the protection provided by the
forest regarding to the flood hazard. The soil waterage capacity (Sidle et al., 2000) and
the rainfall interception of the forest understehpuld also be taken into account.

The landslide hazard is closely related to rainfakrception: the presence of forest canopy
cover improves slope stability (Montgomery et &0Q00; Keim and Skaugset, 2003).

Landslide modeling requires additional data abdapes groundwater and root strength

(Weimin and Sidle, 1995).

The canopy cover is an input of Hedstrom and Porayersnowfall interception model
(1998). The crown diameter, combined with the cgnopver, enables the retrieval of the
canopy gap diameter which is also required to reddttom and Pommeroy’s model. Besides
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the amount of intercepted snowfall one also needsnbw whether the avalanche starting
zone is forested (Frey and Thee, 2002).

The canopy cover and crown diameter do not dirquiticipate in evaluating the quality of
the protection provided by a forest regarding t® ribckfall hazard. An indicator of the latter
is the percentage of rocks that pass through thyeing forest. This can be calculated by
models that usually require the DEM of the area thedtree density (Dorren, 2003). The tree
species should also be taken into account since dbenot all have the same mechanical
resistance to rockfall (Stokes et al., 2005).

Finally, when evaluating the protection provided d&jorest, the forest structural parameters
including canopy cover and crown diameter are d&deifhe tree species, the soil and the
understory also play a role in the protection, lse whole forest ecosystem is important.
However, the knowledge of all these parameters engbles to evaluate the resistance of the
forest to the hazards at a given moment. Whennigl&bout protection, the time dimension
should also be included. It is important that thee$t ecosystem is able to provide a good
protection on a long term scale and therefore thatforest has a good elasticity (Brang,
2001). The concepts of resistance and elasticite wlefined by Grimm and Wissel (1997):
the resistance is the capacity of the forest ty st&sentially unchanged despite the hazard
impacts and the elasticity is the speed of retarthe referential state or dynamics after the
hazard disturbance.

Moreover, the size of the forest considered in $higly is too small to allow the evaluation of
the protection provided by the forest. The arei@ke into account depends on the hazard: one
should use the whole watershed area for the fldwdwhole slope for the landslide, the crest
area for the avalanche and the slope situated ktblewscarpment.
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6 Conclusion

6.1 Main findings

This study did not successfully retrieve reliablgtireates for canopy cover and crown

diameter in the studied forest. The R-squares efcthrrelation between the estimates for the
different angles and the reference data were wany (between 0.01 and 0.13). Since the
results are not reliable, they cannot be usedatuate the quality of the protection against the
natural hazards provided by the studied forestidgss meteorological and soil data as well
as additional forest structural parameters aregserg for this purpose. Therefore, using the
outcomes of this study, it is not possible to as$les quality of the protection provided by the

forest. Even though the results were disappointincareful analysis of the results enabled to
draw of a number of interesting conclusions.

The backward CHRIS viewing angles (AB and AD) perfed better with respect to the
retrieval of the canopy cover and crown diametantthe forward viewing angles (AC and
AA) which did not enable the retrieval of estimafes a sufficient amount of pixels to be
taken into account in the results analysis. Evesugh the A9 viewing angle is situated
somewhat in the backward direction, it performed.we

Regarding the A9, AB and AD viewing angles, it waswn that the proportion of sunlit
background was underestimated for the A9 viewinglealand overestimated for the AB and
AD viewing angles. As a consequence, both the camoper and the crown diameter were
overestimated for the A9 viewing angle and undereged for the AB and AD viewing
angles. However, all the estimated values werehi d¢orrect order of magnitude. The
estimates obtained by combining the A9, AB and Afineates did not yield better results
than the A9, AB and AD estimates themselves. Desgfsthigh values, the inversion output
for theA9 near-nadir viewing angle provided thetbestimate of the canopy cover. No best
estimate could be distinguished for the crown dieme

Finally, the analysis of the results showed thatdbality of the estimates was better for the
canopy cover than for the crown diameter and thatjuality of the estimates of the canopy
cover decreases when the viewing zenith angle asee In addition, the A9, AB and AD
CHRIS estimates for the crown diameter presentddgher variability than the LIDAR
estimates which suggests that they are more riealist

The poor quality of the results for both the canopyer and the crown diameter might have
been caused by a number of errors that added upr@padgated through the methodology.
The main possible sources of errors are summahieesl

First, the presence of forest regeneration in theéeuwstory might have lead to misclassify
some ROSIS sunlit background pixels as sunlit cgn®pen, the assumption that the relative
illumination and viewing geometry of the ROSIS &idRIS images were similar might have
caused the spatial unmixing of the CHRIS A9 imageptovide incorrect endmembers
signatures. In the spectral unmixing step, becadfigbe increasing amount of visible bark
with increasing viewing angle, the assumption thatsignatures of the sunlit and shadowed
canopy do not depend on the viewing angle was fdghia correct. For the model inversion,
the choice of an ellipsoid crown shape and theofigerandom distribution to characterize the
repartition of the trees over the scene might ltevary well adapted to the studied forest.

Finally, the lack of ground truth data to contdoétoutputs at each step of the methodology
facilitated the error propagation during the stuSlince they were computed using the poor
LIDAR-derived tree crown diameter data, the refeeemmages of canopy cover and crown
diameter do not reliably represent the spatial ataoms of the canopy cover and crown
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diameter on the field. Therefore, a weak corretatieetween the inversion outputs and the
reference data does not necessarily imply a wealelation between the inversion outputs
and the field measurements.

6.2 Recommendations

Further research should first compare the outpitee@model inversion with field data. The
estimates might show better correlation coeffigemith the field measurements than with the
reference data computed from the LIDAR-derived tde¢a. The coefficiento (Table 4)
which is one of the inputs for the model inversguld be calculated with field data and
compared to the value used in this study. If tHkedince between the value useddoin this
study and the field value is too large, it woulditeresting to re-invert the Li-Strahler model
using the field value. The performance of the isi@r outputs to estimate the field canopy
cover and crown diameter should then be evaluasedydield data. The inversion could also
be performed using a cone or an ellipsoid with aica top as a tree crown shape. It would
also be interesting to input different tree deasitvalues, e.g. in the form of a tree density
image. However, a more accurate image of the ptigpoof the sunlit background has to be
obtained in order to retrieve better results. Eva&gp of the methodology can be subject to
improvement. One could first try to get the endmemlsignatures to spectrally unmix the
five CHRIS images directly. A signature model copldvide a sunlit background signature
that would take the small trees (and the dead woxd)account and simulate the increasing
proportion of bark in the canopy with the viewinggée to provide more realistic sunlit and
shadowed canopy signatures. The underestimatitmeasunlit background proportion for the
A9 viewing angle might then be avoided.

Regarding to the evaluation of the quality of thetection provided by the forest, it is
necessary to extend the study area to be ableotadera global overview of the structural
characteristic of the whole forested area providimg protection. The inversion of the Li-
Strahler model may then require one set of treamaters per tree species. Besides, on
should also collect the meteorological, soil anteokinds of data which influence the quality
of the protection provided by the forest.

Moreover, the poor quality of the LIDAR estimatesght be improved by using the
information contained in the multiple scatteringtioé waves within the canopy. Kotchenova
et al. (2003) recently developed a model which $ates the propagation of LIDAR pulses
through forest canopies, taking the multi-scatter@vents into account. In addition, their
model is able to simulate off-nadir and multi-aregubbservations. The retrieval of forest
canopy parameters could be supported by the Edgbreation mission Carbon-3D (Hese et
al., 2005) which would enable to acquire multi-alagwdata in the visible, NIR and short-
wave infra red part of the electromagnetic spectamd LIDAR data simultaneously. The
Carbon-3D data might help to improve the accurddh® estimates of canopy parameters by
correcting for the contribution of the understag,suggested by Eriksson et al. (2006).
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8.1 Parameters used for the spatial reference in Ar  cMap

Source: Swisstopo

Projection Oblique Mercator (azimuth)
Units Meters

Scale factor at centre of projection 1

Longitude of centre of projection 7°26'22.50"
Latitude of centre of projection 46° 57' 08.66"
Azimuth of centre of projection 90°

False Easting -9419820.5907 m
False Northing 200000 m

X shift 0

Y shift 0

Spheroid Bessel 1841
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8.2 Model inputs

8.2.1 CHRIS viewing angles and solar illumination angles

Zenith angle (°) |Azimuth angle (°)
AD -54.59 208.88
AB -37.76 216.02
A9 21.21 315.20
AA 33.33 341.17
AC 51.15 357.01
Sun 24.30 161.00
8.2.2 Stand and tree characteristics
Parameter Notation Unit | Value
Tree density I ha' | 1228
Mean half height of the crown b m 2.5
Mean horizontal crown radius R m 0.882
2
Coefficient ¢ =M v m2 | 1235
variancer?
Mea_n tree height from ground h m 95
to mid-crown

8.2.3 Terrain data

Aspect image

0 250 500 1000 Meters .
S N A O T S
Low aspect or slope value
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8.2.4 Sunlit background proportions images for the 5 CHRE angles

Kg_AA image

Kg_A9 image

Kg=1
W%E
Kg=0

The white contour represents the study area

0 250 500 1000 Meters

Y | OO A

: Ep—
Kg_AD image

79



8.3 Flowchart of the first methodology to retrieve the sunlit background
proportion images

ROSIS image

CHRIS A9 image
1 m- 101 bands

18 m - 18 bands

Match with ROSIS Remove the

spectral range noisy bands

CHRIS A9 image Resample to
18 m - 12 bands CHRIS bands

y
same Resampled ROSIS
CHRIS . ROSIS .
forest ROI +—geographic— forest ROI image
area 1m- 12 bands
y Average the

signatures from
40 point ROIs
of C,GandS

ROSIS C, G, S signatures

. Scale the signatures

CHRIS C, G, S signatures

Linear spectral
unmixing

Image of the sunlit
background fraction - 18 m

CHRIS forest signature ROSIS forest signature

Devide band by ban

12 scaling factors

Legend: D ENVI image Symbols: C Sunlit canopy
; G  Sunlit background
D) Spe(.:tral S|.gnature S ohadow
[ 1 Region of interest
O Action
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8.4 Unmixing output of the first methodology

With low sunlit background signature

0.30 - _
sunlit background

0.25 A )
o | e sunlit canopy
Q i
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represents the
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8.5 Geographical characteristics of the images subs  ets for spatial

unmixing
Upper left corner | Lower right corner
Extent . .
coordinates (m) coordinates (m)
Subset area on the . X =813 384 X =813924
map 540%432m y =171 882 y = 171 450
Classification subset . . X =813 384 X =813923
in ENVI 540432 pixels y =171 882 y = 171 451
CHRIS A9 subset in 30%24 pixels x =813 384 x =813 906
ENVI P y =171 882 y =171 468

8.6 Map of the number of trees per pixel

Legend: Number of trees

H o data N

0 125 250 Meters Blo-;

EE— B s-10 V\+E
10-15

| 15-20 S

: 20-30

The white contour represents
the study area
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8.7 IDL scripts

8.7.1 Make_no_data.pro: to fill in the pixels without data with “NaN”

pro make_no_data
; Created by Jochem Verrelst

cd, 'D:\Valerie\Data\Data_Val\IDL'
envi, /restore_base_save_files
envi_batch_init, log_file="batch.log'

;Open the data file
data=envi_pickfile(Title= 'Select the data file', /

ENVI_OPEN_FILE,data, r_fid=fid_data
IF (fid_data eq -1) THEN BEGIN
ENVI_BATCH_EXIT
print, 'bad data entry"
RETURN
ENDIF

ENVI_FILE_QUERY,fid_data,ns=nsc,nl=nlc,nb=nbc, bnam
dimsc =[-1,0,nsc-1,0,nlc-1]
data = ENVI_GET_DATA(fid=fid_data, dims=dimsc, pos=

;Locate the no data pixels and fill them with "NaN"
dataJwhere(data It -1)]=IVALUES.F_NAN

;Save the output file to disk

bnames=['canopy_cover']

descrip="pixel_canopy_cover'
file_type=ENVI_FILE_TYPE(ENVI Standard’)
ENVI_WRITE_ENVI_FILE, data, out_name='canopy_cover'
file_type=file_type, bnames=bnames, descrip=descrip

end

no_change)

es=bnamesCH

0)
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8.7.2 Overlay_all_data.pro: to set to NaN all the pixeldiaving NaN or O in
one of the model output or reference or mask images

pro overlay_all_data
; 190206 created by Jochem Verrelst

;PURPOSE

; 1- This script first loads all the data in a mult i-layer "matrix"
; 2- Then set to NaN all the pixels having NaN or 0 in any layer

; 3- Then it saves the multi-layer "matrix" with th e NaN pixels

; to an ENVI file (one band per layer)

; 4- Finally, it calculates the number of usable pi xels

cd, 'D:\Valerie\Data\Data_Val\IDL'

; envi, /restore_base_save_files
envi_batch_init, log_file="batch.log'

; 1- Open the model output files

modeloutputs=envi_pickfile(Title= 'Select the model outputs',$
/multiple_files, /no_change)

;Sort the model output layers alphabetically

modeloutputs=modeloutputs]SORT(modeloutputs)]

valid=envi_pickfile(Title= 'Select the reference da ta', /no_change)
forestmask=envi_pickfile(Title='Select the mask’, /no_change)

; Put all the paths together
; S0 that they can all be opened in one loop.
allpath=[valid, modeloutputs, forestmask]

a=N_ELEMENTS(allpath)
FOR i=0, a-1 DO BEGIN
modelo=allpath(i)
ENVI_OPEN_FILE,modelo, r_fid=fid_modelo
IF (fid_modelo eq -1) THEN BEGIN
ENVI_BATCH_EXIT
PRINT, 'bad data entry’

RETURN
ENDIF
ENVI_FILE _QUERY,fid_modelo,ns=nso,nl=nlo,nb=nbo ,bnames=bnameso
dimso =[-1,0,ns0-1,0,nlo-1]
data = ENVI_GET_DATA(fid=fid_modelo, dims=dimso , pos=0)

IFi EQ O THEN BEGIN
new=SIZE(data,/dimensions)
alldata=FLTARR(new|[0], new[1],a)
ENDIF
alldata[*,*,i]=data
ENDFOR

; 2- Set to NaN all the pixels having NaN or O in a ny layer
FOR b=0, a-1 DO BEGIN

FOR c=0, new[1]-1 DO BEGIN

v=WHERE(~FINITE(alldata[*,c,b]) or alldata[*,c, b] eq .0)
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if v[0] ne -1 then alldata[v,c,*]=Values.F_N
ENDFOR
ENDFOR

; 3- Save the multi-layer "matrix” with the NaN pix

; We are interested in

; 5, 4 (without AC) or 3 (without AC and AA) viewin
IF a-2 eq 5 THEN bnames=['ref,'A9','AA''AB','AC',
IF a-2 eq 4 THEN bnames=[ref,'A9','AA''AB','AD',
IF a-2 eq 3 THEN bnames=[ref',/A9','AB','AD', fore

descrip="All layers are stacked'
file_type=ENVI_FILE_TYPE(ENVI Standard’)
ENVI_WRITE_ENVI_FILE, alldata, out_name="alldata’,
file_type=file_type, bnames=bnames, descrip=descrip

; 4- Calculate the number of usable pixels:
; Put the reference data in a line
ref_line=REFORM(alldata[*,*,0],N_ELEMENTS(alldata[*

; Locate the NaN pixels from the line and

; then calculate the number of 'valid' elements in

; = number of usable pixels
ref_no_nan=ref_line[WHERE(FINITE(ref_line))]
print, 'number of usable pixels: ', N_ELEMENTS(ref_

end

AN

els to an ENVI file

g angles
'AD','forest mask’]
‘forest mask’]

st mask’]

*,00))

the line

no_nan)
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8.8 Map of the validation samples

0 125 250 Meters
L 1 1 |
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8.9 Confusion matrix and accuracies of the classifi cation of the ROSIS image
Ground truth Errqr OT
commission User
: : accuracy
Class name Sunlit Sunlit Shadow Riverbed Road total Pixels %
background canopy
Suniit 50 7 0 0 0 57 7| 123 87.7
background
Z Sunlit 4 142 1 0 0 147 5 3.4 96.6
0 canopy
I5 Shadow 0 6 56 0 0 62 6 9.7 90.3
o
% Riverbed 0 0 0 20 1 21 1 4.8 95.2
0
8 Road 0 0 0 3 9 12 3 25.0 75.0
Total 54 155 57 23 10 299 22 7.4 92.6
Pixels 4 13 1 3 1 22
Error of
OmISSIon o, 7.4 8.4 18 13.0 10.0 7.4
Producer accuracy 92.6 91.6 98.2 87.0 90.0 92.6
Overall classification accuracy: 92.6%
Kappa coefficient: 0.89










Résumeé

Le but de cette étude est de calculer le couvetadmnopée et le diamétre moyen de la
couronne des arbres d’'une forét de coniferes ess8upour participer a I'élaboration de la
gualité de la protection qu’elle fournit contre lEsques naturels. La méthodologie consistait
a classifier une image haute résolution ROSIS, ilBaurt cette classification pour démixer
spatialement 'image CHRIS nadir et calculer legctpes élementaires. Ces derniers ont
permis de démixer spectralement les 5 images CHRISe produire les images de la
proportion de sous-étage ensoleillé nécessairisvarsion du modéle géométrique, optique
et ombrage mutuel de Li et Strahler. Les imagegtégence pour le couvert de la canopée et
le diametre de la couronne ont été crées a partiothnées issues d'analyses LIDAR.

Les images de la direction « avant » n’ont pasrfiode résultats réalistes. Les analyses ont
montré que le couvert de la canopée et le diantkisecouronnes avaient été sous-estimés
pour le nadir et sous-estimés pour la directiomriei@ ». Les corrélations entre les résultats et
les données de référence étaient faibles. Lestaésutaient meilleurs pour le couvert de la
canopée (R-carrés entre 0.01 et 0.13) que pouaneatre des couronnes (R-carrés entre 0.01
et 0.05). Les résultats sont insuffisants pouru®rala qualité de la protection fournie par la
forét. La médiocre qualité des résultats est prizioabnt due a I'hypothése que les conditions
d’illumination et de prise de vue des images ROSIE£HRIS nadir étaient similaires et a
I'hypothése de comportement Lambertien de la camppér le démixage spectral.

Abstract

The aim of this study is to retrieve pixel-basedham@my cover and crown diameter for a
coniferous forest located in Switzerland to helpleating the quality of its protection against
natural hazards. The methodology involved the d@laaton of a high resolution ROSIS

image, the spatial unmixing of the nadir CHRIS imaging this classification to retrieve the
endmembers signature and the spectral unmixingebtCHRIS angular acquisitions using
the latter signatures were, providing 5 images g proportion of sunlit background
necessary to invert the Geometric-Optical Mutuabd&iwing (GOMS) model of Li and

Strahler. The canopy cover and crown diameter eafs¥ images were computed from
LiDAR-derived tree data.

The forward CHRIS viewing angles did not providalistic results. The analysis showed that
both the canopy cover and the crown diameter weeeestimated for the nadir viewing angle
and underestimated for the forward scatter vievaingles. The correlation between the model
inversion output and the reference data were vespakw The results were better for the
canopy cover (R-squares between 0.01 and 0.13) fibrvathe crown diameter (R-squares
between 0.01 and 0.05). These results are notmulfito draw any conclusion regarding to
the quality of the protection provided by the farédhe poor quality of the results might be
due to the assumption that the relative illuminatnd viewing geometry of the ROSIS and
CHRIS nadir images were identical and to the assiompf Lambertian behaviour of the
canopy endmember for the spectral unmixing.



